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Abstract

The paper presents a methodology for choosing geometrical parameters of a Seasonal Thermal Energy Storage
facility (STES) on its thermal capacity. The STES is placed in both the ground under ground and connected to
and solar panels. A number of scenarios were investigated to find an adequate geometrical proportions of the
STES (for constant tank size and solar panel area.) The results obtained show that the use of various STES
geometries could reduce heat accumulation to 30% depending on the architecture solution chosen.
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1. Introduction

Fuel price inflation, a long-term increase in power
consumption, and related to them CO2 emissions [1,
2] have provided added impetus to the search
for ultra-effective heat and power generation sys-
tems [3–5]. Space heating and hot water production
consume more than one third of the primary energy
in industrialized countries like Poland. Set against
this backdrop, the researchers investigated solar ther-
mal technology as a means of significantly enhanc-
ing the conservation of fossil fuels and reduction of
emissions. In the case of electricity generation, so-
lar energy can be used indirectly by utilizing biofu-
els, the most promising technology being fuel cells
which generate power in electrochemical reactions
with potentially ultra-high efficiency [6–15].

Hot-water production by solar energy has become
a competitive solution [16], but the use of solar radi-
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ation in domestic heating has been minimal in coun-
tries such as Poland—thermal energy from the sun
for heating is only possible on a seasonal basis. The
energy density of solar radiation is low, and radiation
is at its maximum in summer whereas heat is mainly
needed in winter. Therefore, seasonal heat storage is
necessary if more than about 20% of the heat demand
is to be met by solar energy. There are many means
of storing seasonal thermal energy.

The problem of seasonal thermal energy storage
in the ground was raised in [17], which analyzed the
impact of selected parameters on heat storage capac-
ity, such as ground moisture adjacent to the energy
store. Calculations were made for heat and water
movement—but assumed the level of storage to be up
to 90◦C. Based on the data model, a pilot plant was
designed based on waste heat of 174 kWth. The heat
reservoir had a capacity of 15,000 m3 and consisted
of 140 vertical heat exchangers with a depth of 30 m.
A preliminary analysis of the cost of building the sys-
tem was presented. The storage of thermal energy
in rock was proposed in [18]. Based on mathemati-
cal modeling, an estimation was presented of speci-
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fied storage capacities of rock in early preparation for
heat loss of 10...20% during one cycle. The size of
the storage facility was taken in the range 50...250 m
depth, with the medium being propane. The com-
putational models presented in [19–23] were used
to determine the long term performance of a spher-
ical/hemispherical thermal energy storage vessel for
both heating and cooling purposes. They showed that
a collector area greater than 60 m2/house does not
yield a significant advantage for the climatic condi-
tions of Turkey. The authors repeated their calcula-
tions for cylindrical storage in [24], in which they
present a slightly higher solar fraction of the de-
sign. The optimum integration of condensing boil-
ers, compression and absorption heat pumps, and co-
generation of heat and power computed for 100 well-
insulated housing units is presented in [25]. Com-
pared with a reference case with individual condens-
ing boilers and electricity taken from the public grid,
selected scenarios achieve energy savings associated
with cost increases. They obtained a solar contri-
bution to the heat supply of 80%, which translates
into fossil fuel savings of more than 40% if electric-
ity is produced from non-fossil energy sources. [26]
presents simulations of a solar heating system for
90 buildings of 100 m2 floorspace each. It was shown
that 3,000 m2 of roof-mounted solar collectors and
a borehole storage system (60,000 m3) would satisfy
60% of the total heat demand. In [27], a central solar
heating plant with seasonal ground storage is ana-
lyzed through dynamic system simulations. A sys-
tem such as this is intended to use solar energy to
satisfy 50% of the heat demand. Apart from global
indicators (e.g. solar fraction), it is necessary to sim-
ulate transient behavior of the system. Determining
an adequate control strategy is a very important task
and can be realized by classic algorithms as well as
artificial intelligence tools (as was proved in other
fields e.g. [28–32]). Some improvements to system
control are also investigated to assess the influence
on the overall thermal performances of the system.
In [33], thermal performance and economic feasi-
bility of three types of solar central heating systems
with seasonal storage in Turkey are investigated and
the researchers concluded that a minimum payback
period of 19 years, increasing to 40 years if a 100%
solar fraction is achieved [34]. Publication [35] con-

tains the results of simulations of a large seasonal
heat storage facility in China. The installation con-
sists of 1,000 m2 of solar panels and an underground
heat storage tank with a capacity of 90,000 m3. The
study involved a relatively low temperature: 30◦C. A
good overview of the technologies used for seasonal
storage of thermal energy is included in the publica-
tion [36]—where all the possibilities discussed here
occur—even the very exotic. The simulation results
in long-term futures (5 years) included in the publi-
cation [37]. It uses commercially available software
(TRNSYS—the most popular software for calculat-
ing STES dynamic behavior, inter alia [38, 39]), to
determine the operating parameters of systems of this
type, while other software is used, and reported, to
compute a transient operation [40].
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Figure 1: The idea of STES [41]

Conditions associated with solving optimization
tasks arise from cooperation under the agreement:
thermal storage tank + band devices + heat source
+ district heating. District heating (load) is charac-
terized by variability of demand, depending on the
season (heating season, transitional periods, summer
season), weekdays (working days period before, dur-
ing and after the weekend), and finally the time of
day. The manufacturer uses in addition a heat and
electricity co-generation plant to satisfy conditions
resulting from the specific electricity market (con-
tracts for the supply of electricity often involve more
than one recipient, an emphasis on delivery in accor-
dance with established graphic loads and the ability
to use active participation in the energy market, e.g.,
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power exchange to restrict the sale/purchase on the
balancing market, the possibility to use variables in
a day for electricity prices to maximize profits from
electricity sales—this last opportunity to meet na-
tional conditions with the appropriate tariff adjust-
ment.) The possibility of cooperation using a thermal
storage tank combined with a source of heat and elec-
tricity determines the currently available configura-
tion (variable in time) of working devices and their
design features.

The indicated conditions and design features of the
system result in the thermal storage tank causing sig-
nificant setback restrictions in formulating the pro-
cess model and the optimization task.

Certain assumptions are made for the development
of the specified heating system and connection with
the energy source (one source): a set of typical sit-
uations for combining thermal storage tank opera-
tion with the network, activities in typical situations,
and in a given time horizon. We sought to identify
ways of optimizing operation using the source ther-
mal storage tank, we developed an algorithm and test
methods to optimize the selected scenarios, identi-
fied potential effects of optimization of the thermal
storage tank and, finally, attempted to generalize the
results to conditions typical for national geographic
and weather conditions.
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Figure 2: System concept of the solar assisted district heating
system in Munich [42]

Specific conditions are highly relevant to optimiz-
ing the operating parameters of a heating network in-
cluding a heat reservoir. In many countries (notably

Denmark, Germany and Sweden) there are numerous
combinations of heating systems, heat storage tanks,
including some which are very large. For those very
diverse networks methods of treatment have been de-
veloped to achieve the most efficient use of thermal
storage tanks so as to increase operational efficiency
(in economic terms) of the energy source. Proce-
dures have been put in place to thermal storage tanks
to compensate for peak loads, and to work in tandem
for longer periods.

It is difficult to develop a rational way of using the
thermal storage tank solely on the basis of the expe-
rience and intuition of the operators. The decision to
top-up or unload is affected by a number of key fac-
tors, including: forecast load (related to the weather
forecast), the current state of the network (dynamic
changes in temperature and flow—current and pro-
jected), the current state of the heat source (which de-
vices are in operation, the status of their loads, tech-
nological capabilities and effectiveness of changes,
inclusions or exclusions.) For these issues there is no
experience in the application of optimization meth-
ods, especially taking into account the dynamics of
changes in economic conditions (changing regula-
tions and prices.) For this type of problem modern
approaches are needed that take into account adap-
tation to changing conditions, although insufficient
recognition has been given thus far to applying them
to issues of long-term optimization of thermal stor-
age tanks. The problem of co-operation of district
heating thermal storage tanks is the subject of the
work carried out by a few national centers, mainly
Silesian University of Technology (prof. Ziebik et
al. [44–49], prof. Skorek et al. [50–52]) and War-
saw University of Technology (prof. Mankowski et
al. [53, 54] and the application works carried out on
request of industry). Works of prof. Skorek et al. re-
late primarily to applications for small district heat-
ing systems. Works of dr. Zuwala and prof. Ziebik
were oriented largely to the question of optimal size
of the thermal storage tank. The problem of effi-
ciency (optimization) service thermal storage tanks
in the field selected from the complex aspects of the
complex appeared in the work of dr. Zuwala.

There are a few types of STES:

• Tank thermal energy storage (TTES):
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Table 1: Seasonal thermal energy storage in Germany [43]
Location Type Size,

m3
Start oi

operation

Rottweil hot-water
(concrete)

600 1995

Friedrichshafen hot-water
(concrete)

12,000 1996

Hamburg hot-water
(concrete)

4,500 1996

llmenau hot-water (GRP) 300 1997/1998
Hanover hot-water (HOC) 2,750 2000
Munich hot-water

(concrete)
5,700 2007

Stuttgart gravel/water 1,060 1984
Chemnitz gravel/water 8,000 1995/2000
Augsburg gravel/water 6,500 1997
Steinfurt gravel/water 1,500 1999
Eggenstein gravel/water 4,600 2008

Neckarsulm BTES 63,360 1997+1998+2001
Crallshelm BTES 35,700 2008

Berlin ATES n/a 1999
Rostock ATES 20,000 2000
Neubranden-
burg

ATES n/a 2004

Attenkirchen hot-water/BTES 9,860 2002

Aquifer thermal energy storage (ATES)
(30 to 40 kWh/m³)

Borehole thermal energy storage (BTES)
(15 to 30 kWh/m³

Pit thermal energy storage (PTES)
(60 to 80 kWh/m³)

Tank thermal energy storage (TTES)
(60 to 80 kWh/m³)

Figure 3: The four technologies for storing solar thermal energy
seasonally [55]

60...80 kWh/m3

• Pit thermal energy storage (PTES):
60...80 kWh/m3 [56]

• Borehole thermal energy storage (BTES):
15...30 kWh/m3 [26, 57, 58]

• Aquifer thermal energy storage (ATES):
30...40 kWh/m3 [59, 60]

• Thermochemical energy storage:
140...460 kWh/m3 [61–64]

• Phase Change Material storage (PCM) [65]

The typical operating temperature of a STES is in
the range 70/35◦C. An additional advantage is given
by proper operation of the STES to maintain stratifi-
cation inside the tank. Good stratification results in
20...40% higher efficiency and enables the network
to be fed by constant inlet and outlet water tempera-
tures. On the other hand, thermocline expands dur-
ing normal operation. Based on a review of the lit-
erature, a typical ratio of tank volume to solar panel
area (V/A ratio) is about 2 m (m3/m2) [25].

In many cases, a local heat storage facility in
Polish conditions will probably work with the local
heat supplier—urban heating system—which is sup-
plied by coal fired Combined Heat and Power (CHP)
plants [66], which will be characterized by local cir-
cumstances that are substantially different to the typ-
ical characteristics of known determinants from ex-
perience elsewhere. For this reason, the economic
conditions of work of these thermal storage tanks
and pre-defined scenarios of work cannot be trans-
ferred directly to the Polish environment. Our previ-
ous paper [67] demonstrates a reliable solar hearing
system with seasonal storage at an already existing
and poorly thermally-insulated complex of buildings.
The aim of this preliminary study was to find a suit-
able system design with low energy cost at a solar
fraction of about 60% or above and to compare the
size of the storage with the buildings. While the tank
volume is chosen at an arbitrary value, we analyze
the influence of the chosen architecture parameters of
the tank to demonstrate their influence on the thermal
capacity of the storage facility. The presented results
were obtained by dynamic modeling of the system
using software [68].

2. Theory

This section presents the basic factors for judging
STES systems. It is necessary to use absolute heat
amounts (not heat flux) for the purpose of analyzing
the quality of energy conversion in the STES system,
because of the different periods of consumption and
supply of heat to the customer and various heat flux
values. The process parameters are variable in time,
e.g., heat capacity can be time-dependent as can be
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the accumulator feeding temperature (if it is vari-
able). Process management and the conditions inside
the reservoir affect the timing and regime for charg-
ing and discharging the accumulator. An appropriate
dynamic model of the plant needs to be constructed
for the purpose of determining those regimes.

A comparison of different STES plant variants can
be done using the following factors. There are two
definitions which can be used to judge the amount of
energy stored:

ηI =
Qheating

Qsolar
(1)

ηII =
Qheating

QS un
(2)

where: Qheating—amount of heat delivered by
a STES; Qsolar—amount of heat delivered by solar
panels; QS un—theoretical value of heat provided by
the sun.

The first regards heat delivered by STES to the
customer in relation to heat delivered by the solar
collectors. On average, 50...70% of the stored heat
can be utilized during the heating season. The sec-
ond definition takes into account total energy given
by the sun, and is usually in the region of 6%.

The effectiveness of the way heat is stored in
a STES can be expressed by the Cycle Number (CN)
factor as:

CN =
Qheating

Qstored
(3)

where: Qstored—amount of heat stored in a STES.
Usually, the CN factor is kept in or around 1.5.

The amount of heat stored in a STES can be esti-
mated using the following relationship:

Qstored = Vstore · ρwater · cwater · (Tmax − Tmin) (4)

where: Vstore—volume of a STES, ρ—density, c—
heat capacity, T—temperature.

An additional factor called “solar fraction” also
describes the operating efficiency of the system and
is defined by the following function:

η =
Qsolar

Qheating
(5)

Based on the previously indicated values, the solar
fraction is around 30%.

ηS T ES =
Qheating

Eelc ·COP + Q f + Qsolar
(6)

where: Eelc—electricity delivered to a heat pump,
Q f —chemical energy delivered to an auxiliary boiler

It is not always convenient to use the efficiency
definition 1 because it requires adding up two differ-
ent kinds of energy: electricity delivered by the grid
for the heat pump and chemical energy supplied with
the fuel. From this point of view it would be more
appropriate to use the equation 6, which includes the
efficiency of heat generation by a heat pump and ad-
ditional boiler. This method is an attempt to evaluate
the consumption of the fuel energy required to gen-
erate all the heat delivered by the STES plant.

In order to avoid having to add up different kinds
of energy (heat, electricity and chemical energy), the
efficiency of a STES plant can also be defined as:

ηS T ES f =
Qheating − Qstored

Q f + Eelc ·COP
(7)

considering the STES technological process as
a form of heat generation based on delivered fuel.
Efficiency defined in this way describes the effec-
tiveness of fuel consumption in the generation of net
heat output of the plant. It has to be emphasized that
the equation 7 can result in a negative result (when
Qstored > Qheating) or infinity (if Q f + Eelc ·COP = 0).

The energy density of solar insolation is low
(about 130 W/m2 annual average in southern
Poland), and insolation reaches its zenith in summer.
Heat delivered by solar panels depends on several
factors (time of day, season, cloud cover etc.), on av-
erage a solar panel in southern Poland can deliver
about 200...600 kW/m2/a. Based on data collected
for other STESes, the average heat delivered by solar
panels is assumed at 300 kW/m2/a.

2.1. Tank
The heat flow is calculated as follows:

Q̇ = U · A · (TAmb − T )

where: Q̇—heat flow, U—the overall heat trans-
fer coefficient; A—the heat transfer area; TAmb—the
ambient temperature; T—holdup temperature.
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Heat Flow is defined as the heat flowing into the
vessel. The heat transfer area is calculated from the
vessel geometry.

The steady-state mode vessel energy balance is de-
fined below:

Q̇ f eed±Q̇duty = ṁvapour·hvapour+ṁheavy·hheavy+ṁlight·hlight

where: Q̇ f eed—heat flow of the feed streams, ṁ—
mass flow, h—enthaply.

The amount of liquid volume, or holdup, in the
vessel at any time is given by the following expres-
sion:

Vholdup = Vvesel ·
lliquid, f ull

100
where: lliquid, f ull— liquid level in the vessel at time

t.

2.2. Pump

For the pump, calculations are based on the stan-
dard pump equation for power, which uses the pres-
sure rise, the liquid flow rate and density.

Ppump,ideal =
(pout − pin) · v̇

ρliquid

where: pout—pump outlet pressure, pin—pump in-
let pressure, v̇—flow rate.

The above equation defines the ideal power needed
to raise the liquid pressure. The actual power re-
quirement of the pump is defined in terms of the
pump’s efficiency.

ηpump =
Ppump,ideal

Ppump

When efficiency is less than 100%, the excess en-
ergy goes into raising the temperature of the outlet
stream.

Combining the above equations leads to the fol-
lowing expression for the actual power requirement
of the pump:

Ppump =
(pout − pin) · v̇
ρliquid · ηpump

Finally, the actual power is equal to the difference
in heat flow between the outlet and inlet streams:

Ppump = ṁ· (hout − hin)

The rate of energy required to accelerate the speed
of a pump is a function of the rotational inertia of
the impeller and the rotational speed: The rotational
inertia, I, is calculated as follows:

I = M · r2

where: M—the mass of the impeller and rotating
shaft, r—the radius of gyration.

The rate of energy required to accelerate the im-
peller, E1, can be calculated using:

E1 = I ·
∣∣∣ω∣∣∣ · dω

dt
where: ω—the rotation speed.
The rate of energy lost from mechanical inefficien-

cies depends on the frictional power loss factor, f f ric:

E f = f f ric · ω
∣∣∣ω∣∣∣

Typical values for f f ric should be around 0.0001.

2.3. Heater/Heat exchanger

The enthalpy or heat flow of the energy stream is
added to the heater’s process side holdup:

ṁ · (hin − hout) + Q̇heater =
d (Vhout)

dt
where: ṁ—process fluid flow rate, h—enthalpy,

Q̇heater—heater duty, V—volume shell or tube
holdup.

The k value is used to relate the frictional pressure
loss and flow through the heater. This relation is sim-
ilar to the general valve equation:

ṁ =
√
ρ · k ·

√
p1 − p2

This general flow equation uses the pressure drop
across the heat exchanger without any static head
contributions. The quantity, p1 − p2, is defined as
the frictional pressure loss which is used to "size"
the heater with a k-value.

The heat exchanger calculations are based on en-
ergy balances for the hot and cold fluids. The fol-
lowing general relation applies to the shell side of
the basic model of the heat exchanger:
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ṁshell · (hin − hout)shell − Q̇ =
d (Vhout)shell

dt

For the tube side:

ṁtube · (hin − hout)tube − Q̇ =
d (Vhout)tube

dt

where: ṁshell—shell fluid flow rate, ṁtube—tube
fluid flow rate, h—enthalpy, Q̇loss—heat loss, Q̇—
heat transfer from the tube side to the shell side, V—
volume shell or tube holdup.

The term Q̇loss represents the heat lost from the
shell side of the dynamic heat exchanger.

The total heat transferred between the tube and
shell sides (heat exchanger duty) may be defined in
terms of the overall heat transfer coefficient, the area
available for heat exchange and the log mean temper-
ature difference:

Q̇ = U · A · 4TLM · Ft

where: U—overall heat transfer coefficient, A—
surface area available for heat transfer, 4TLM—Log
mean temperature difference (LMTD), Ft—LMTD
correction factor.

The heat transfer coefficient and the surface area
are often combined for convenience into a single
variable referred to as UA.

For fluids without phase change, the local heat
transfer coefficient, ki, is calculated according to the
Sieder-Tate correlation:

ki =
0.023Di

km

(
DiGi

µi

)0.8 (
Cp,iµi

km

) 1
3
(
µi

µi,w

)0.14

where: Gi—Mass velocity of the fluid in the tubes
(velocity×density), µi—Viscosity of the fluid in the
tube (at bulk temperature), µi,w—Viscosity of the
fluid inside tubes, at the tube wall, Cp,i—Specific
heat capacity of the fluid inside the tube.

The relationship between the local heat transfer
coefficients and the overall heat transfer coefficient
is:

U =
1[

1
ko

+ ro + rw + Do
Di

(
ri + 1

ki

)]

where: U—overall heat transfer coefficient, ko—
local heat transfer coefficient outside tube, ki—local
heat transfer coefficient inside tube, ro—fouling fac-
tor outside tube, ri—fouling factor inside tube, rw—
tube wall resistance, Do—outside diameter of tube,
Di—inside diameter of tube.

2.4. PID (Proportional-Integral-Derivative) Con-
troller

Process Variable (PV) is the measured variable
which the controller is trying to keep at the Set Point
(SP). The following equation is used to translate a PV
value into a percentage of the range:

PV =

(
PV − PVmin

PVmax − PVmin

)
The OP (or Output) is the percentage opening of

the control valve. The Controller manipulates the
valve opening for the Output Stream in order to reach
the set point.

The characteristic equation for a PID Controller is
given below:

OP (t) = OPss + KpE (t) +
Kp

Ti

ˆ
E (t) + KpTd

dE (t)
dt

where: OP (t)—Controller output at time t,
OPss—Steady-State controller output (at zero error),
E (t)—Error at time t, Kp—Proportional gain of the
controller, Ti—Integral (reset) time of the controller,
Td—Derivative (rate) time of the controller.

The error at any time is the difference between the
Set Point and the Process Variable:

E (t) = S P (t) − PV (t)

The PID (Proportional-Integral-Derivative) Con-
troller requires values for all three of Kp, Ti and Td.

The ATV (Auto Tune Variation) Technique is one
of a number of techniques used to determine two im-
portant system constants known as the Ultimate Pe-
riod, and the Ultimate Gain. From these constants,
tuning values for proportional, integral, and deriva-
tive gains can be determined.

The Ultimate Gain can be calculated from the fol-
lowing relationship:
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KU =
4h
πa

where: KU—Ultimate Gain, h—Change in OP
(0.05), a —Amplitude.

The Controller Gain and Integral Time can be cal-
culated as follows:

Controller Gain = KU/3.2

Controller Integral T ime = 2.2 · PU

3. Choosing the STES architecture—
methodology

STES

60

30

80 40

Buildings

PID

PID

Figure 4: Temperatures and PID controllers in STES/buildings
connection

The analyzed system is composed of the tank, so-
lar panels and building—see Fig. 4. All those ele-
ments are connected by two independent networks.
The solar panels are mounted on the building’s roof
and are used for heating the building, so only excess
heat can be directed to the heat storage facility. Two
heating networks are connected to each other by a
heat exchanger, and water flow (tank loading flow)
is controlled by PID (to keep the set temperature of
loading).

Table 2: Assumptions for model construction
Parameter Value Comment

Tank diameter, m 30
Tank height, m 4.4
Tank volume, m3 3,000
Water volume, m3 2,800 90% of the tank

volume
Charging temperature, ◦C 80
Heat transfer coefficient, U,
kJ/h/m2/◦C

0.4824 granulated glass

Specific thermal conductivity: λ,
W/m/K

0.094

Total thermal conductivity: λ/δ,
W/m2/K

0.4824

Insulation thickness, cm 70

Solar collectors area, m2 2,000
Annual average sun heat rate,
kWh/m2/a

300

Table 3: Solar heat, kW
Month Solar

panels
Buildings heat

consumption
Differ-

ence
Charg-

ing

January 24.70 516.04 491.34 0.00
Febru-
ary

27.38 450.19 422.81 0.00

March 49.19 453.29 404.10 0.00
April 63.44 396.22 332.78 0.00
May 87.28 186.90 99.61 0.00
June 92.11 49.70 -42.41 42.41
July 92.76 46.34 -46.42 46.42
August 83.97 39.40 -44.57 44.57
Septem-
ber

55.50 51.78 -3.72 3.72

Octo-
ber

35.06 78.16 43.10 0.00

Novem-
ber

16.64 292.68 276.04 0.00

De-
cember

13.66 347.72 334.06 0.00
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Figure 5: Ground temperature depends on month

The main parameters of the reference case and as-
sumptions made during model construction are pre-
sented in Table 2.

All but case of the analyzed cases consider a tank
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placed in the ground, with the ground temperature
assumed to vary during the year as shown in Fig. 5.
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Figure 6: Heat demand of the buildings and adequate solar ther-
mal energy, kW

The heat generated by the solar panels and de-
manded by the buildings is shown in Fig. 6. Based on
the data shown, solar heat can be stored up in the pe-
riod from June to September, later on the heat can be
utilized or stored for use in other months. The anal-
ysis considers only the heat losses during the winter
season to define the amount of thermal energy avail-
able during the heating season.
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Figure 7: Results based on calculations including presented as-
sumptions

The results obtained for the reference case are
shown in Fig. 7. The heat storage facility is fully
charged in September and then the water tempera-
ture falls due to heat losses into the surroundings

(the ground). Water temperature at the beginning
of the following June is about 15◦C above the ini-
tial temperature. Thus, the available thermal en-
ergy storage in the tank is 175 GJ (67.5 kW·month).
Hence, heat storage effectiveness is about 38%,
for non-optimal tank architecture (height/diameter,
h/d = 0.15), whereas the optimal dimensions of the
tank should be around h/d = 1). During this simula-
tion there is no stratification assumed—in real condi-
tions stratification strongly depends on the height of
the tank, thus the optimal dimensions can be varied
from the assumed h/d = 1.

Four other cases were taken into consideration:

1. Case 1—short tank with a height of 2 m (h/d
= 0.05)

2. Case 2—tall tank with a height of 8 m
(h/d = 0.42)

3. Case 3— very tall tank with a height of 16 m
(h/d = 1.17)

4. Case 4—very tall tank owith a height of 16 m
(h/d = 1.17) located outside (not in the ground)
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Figure 8: Results of the sensitivity analysis of the influence of
tank geometry parameters on thermal storage capacity

4. Discussion and conclusions

The preliminary study for a STES system is shown
for Polish conditions. The analysis was carried out
for five different scenarios for various tank dimen-
sions and locations. The results are compared against
the chosen nominal point (4 m tank height located in
the ground). The available thermal energy shown by
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heat losses to the surroundings is about 62.5 MJ/m3

at the nominal point, which gives 15◦C of water tem-
perature for use with an effectiveness factor of 38%.
By changing the tank geometries, the available ther-
mal energy can be raised to 83 MJ/m3 (effectiveness
of 50%).

There is almost no difference if the tank is located
in the ground or outside—lower ground temperatures
in summer results in higher thermal losses which
are compensated during the winter when higher ther-
mal losses are recorded for the tank located outside.
One significant advantage for placing the tank in
the ground is when the tank is fully discharged dur-
ing winter—no danger of freezing.

During spring/autumn relatively low thermal
power is needed for discharging, thus an existing nat-
ural gas boiler can be started up later and shut down
earlier. The following control strategies for STES
operation can be stated:

1. To meet the heat demand of ta standalone build-
ing

(a) immediately start with the heating season
(b) relatively low heat flux during discharging

2. Monitoring natural gas prices

(a) existing NG boilers charge the STES dur-
ing periods of low fuel prices

(b) difficulties in price forecasting

3. Rapid discharge

(a) minimal heat losses
(b) danger of freezing if the tank is located

outside
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[53] S. Mańkowski, Projektowanie instalacji ciepłej wody
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