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Abstract

Recently, dynamic frequency stability problems have started to arise in microgrid systems with the increasing utilization of low
inertia and intermittent renewable energy sources. This leads to limiting the maximum penetration of renewable sources in mi-
crogrids. In order to solve this problem and increase the penetration of renewable sources, the dynamic frequency controller
of the microgrid should be enhanced. Therefore, this paper will provide virtual inertia response of superconducting mag-
netic energy storage coordinated with the load frequency control depending on a new optimal proportional-integral-derivative
controller-based advanced swarm intelligence technique, named Moth Swarm Algorithm (MSA). Moreover, the proposed iner-
tia control strategy is coordinated with digital frequency relay to enhance dynamic frequency stability and maintain microgrid
dynamic security at high penetration levels of renewable sources and radical load change. To attest the superiority of the
proposed technique, it has been examined using MATLAB/SIMULINK, considering different contingency cases and varying
the inertia level of the studied microgrid. The results stated that the proposed coordination can effectively regulate microgrid
frequency and maintain dynamic stability and security.
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Introduction

Reliable operation of microgrids (MGs) in modern power
systems have become a major concern due to the progres-
sive employment of renewable energy sources (RES) (i.e.,
wind turbines and photovoltaic (PV) arrays) as power gen-
eration units instead of conventional synchronous genera-
tors [1]. The high penetration of these RES units has brought
many challenging issues regarding protection and stability
aspects of MGs, particularly frequency stability due to the
lack of inertia, which leads to frequency excursions (i.e.,
large fluctuations of loads or tripping of generation units) [2].
Consequently, MGs suffer from a lack of frequency/voltage
stabilization relative to conventional synchronous genera-
tors [3]. Hence, the MG system could become unsafe as
RES penetration levels increase, in addition to imbalances
occurring between generation and demand where dynamic
frequency stability is problematic.

In order to solve these problems related to low-inertia
MGs, several papers discuss control techniques such as vir-
tual inertia control (VIC) [4]. VIC is used to imitate the in-

∗Corresponding author
Email address: sayed.said@aswu.edu.eg (Sayed M. Said)

ertia characteristics of prime movers and synchronous ma-
chines [5, 6]. In [7], the authors presented a comparative
study of the dynamic characteristics between a virtual syn-
chronous generator (VSG) and droop control techniques to
mimic power system inertia. Reference [8] applied the VIC-
based model predictive control method (MPC), where the
stability performance of the (MG) is investigated with high
penetration of RES. An estimation method of frequency re-
sponse using VIC to enhance power system stability dur-
ing high wind power integration is presented in [9]. More-
over, in [10, 11], the VIC-based fuzzy logic control system is
applied to damp frequency deviations in the power system.
Furthermore, Torres in [12] presented an approach of the
self-tuning VSG for inertia and damping coefficients online
by solving an optimization problem. It is not easy to achieve
a successful trade-off between nominal and robust perfor-
mance using the aforementioned control methods. More-
over, they do not take into consideration the uncertainty for-
mulations in the control design [12, 13]. Therefore, it is diffi-
cult to assure robust performance and robust stability simul-
taneously for a wide range of disturbance events and uncer-
tainties based on conventional control techniques [14].

On the other hand, several ideas provided the inertia re-
sponse from the energy storage systems (ESS), which is
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termed as virtual inertia. The main goal of using the ESS
is to preserve the real power of the power system in a sta-
ble point by load leveling and alleviating the fluctuation of
RES [15–17]. Abraham [18] added a battery with the PV
system to reduce its variability. This is done by sending the
PV power to a high pass filter and setting it as a reference
power to the battery system. Thus, the battery provides a
high part of the transient power and smoothes out the PV
output power. Furthermore, Tamrakar [19] added the vir-
tual inertia from the ESS. His control method is based on
the difference in frequency value from nominal and rate of
change of frequency (RoCoF). Others presented coordina-
tion of self-adaptive wavelet decomposition method and a
two-level power to emulate the MG inertia in [20]. More-
over, in [21] the authors used the state of charge (SOC) as
a feedback control signal for the ESS to activate pitch con-
trol. However, this control technique is not suitable for deal-
ing with the sudden variation of wind power, which is a com-
mon contingency. Also, in [22] the authors considered the
SOC by proposing an approach that divides the ESS control
region. However, the compensation of wind power fluctua-
tions is done only by ESS without any action from a wind
turbine. This technique can adversely affect the lifetime of
the ESS due to capacity-related problems.

The superconducting energy storage system (SMES) is
one of the most important ESS techniques – and the pre-
ferred choice of ESS with RES applications – as it can ex-
change real and reactive power with the MG in a fast and
flexible way and thus can enhance MG dynamic security [23].
Furthermore, it has the best efficiency, energy density and
lifetime of all ESS [24]. Multiple and various research has ex-
plored SMES teamed up with RES. References [25, 26] used
SMES to boost the performance in the power system of the
doubly-fed induction generator (DFIG) based wind turbine.
Regulating the voltage, real power, and reactive power ex-
change between the power system and squirrel-cage induc-
tion generator (SCIG) based wind turbine using SMES was
presented in [27]. The authors in [28] discussed SMES as a
new supplementary load frequency control (LFC) scheme.

From another aspect, various papers discussed these MG
problems using control and protection coordination to main-
tain the dynamic security of MGs. Several studies handled
this MG issue from the perspective of frequency protection
problems such as [29, 30], which applied an intelligent com-
putational technique for load leveling under faulted condi-
tions. Furthermore, Reference [31] presented the RoCoF
relay for MG protection during major frequency disturbances.
Furthermore, in [32] a comparative study of vector surge re-
lays and the RoCoF is presented for DGs protection. How-
ever, this technique faced a difficult situation, as the protec-
tive relays coordination design did not sense the islanding
instants within the required timeframe. In [33], the proposed
method of the RoCoF and the frequency relays for DGs pro-
tection is proposed. However, this presented technique did
not damp the frequency oscillations within the acceptable
limits of frequency due to the energizing of the OUFR once
the system frequency goes beyond the acceptable limits.

Table 1: MG parameters

Parameter Value Parameter Value

D 0.015 KSMES 6
H 0.083 TSMES 0.03
Tg 0.1 GRC 20%
Tt 0.4 VU 0.3

TWT 1.5 VL -0.3
TPV 1.8 R 2.4

This paper proposes the use of improved controller-based
SMES, a new optimal PID controller and optimal LFC to im-
prove the dynamic frequency stability of low-inertia MGs dur-
ing various disturbances cases. To sum up, this paper aims
to accomplish the following:

• To present a new optimization technique based on Moth
Swarm Algorithm (MSA) to enhance the LFC of micro-
grid system during high penetration of RES.

• To propose new coordination of SMES, optimal LFC and
DFR to improve the frequency stability of the islanded
microgrid system.

• To study the response of SMES integration on DFR op-
eration in the MG during the low inertia situation as well
as variations of residential and industrial loads.

• To validate and verify the effectiveness of the proposed
technique, compared with conventional methods.

Development of the Proposed MG Model

Figure 1: Simplified model of the studied MG

This study focuses on an islanded MG of 20 MW load
base, which comprises 20 MW thermal power, 8 MW wind
power, 4 MW solar power, 15 MW electrical loads and SMES
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Figure 2: Frequency control model of the studied MG including RES and
SMES

capacity of 5 MW. Fig. 1 shows a simplified model of the stud-
ied MG. This research takes into consideration the Genera-
tion Rate Constraints (GRC) of the thermal generation with
limits as 0.2 pu MW/min for modeling the actual MG [14]. It
also considers minimum and maximum limits (VU, VL) to re-
strict valve operations. Fig. 2 shows the dynamic model of
the tested MG. All dynamic parameters of MG are summa-
rized in Table 1.

State-Space model of the tested MG

MGs show time-varying and highly nonlinear characteris-
tics. However, the impact of dynamic nature on the frequency
response is slower than the effect on rotor and voltage dy-
namics. Hence, the low order linearized model is acceptable
for the frequency control analysis. Eq. (1) gives a general-
ized model of the power balance equation for the MG in the
case of load disturbance:

∆ f =
1

2Hs + D
(∆Pm − ∆PL) (1)

where frequency deviation (∆ f ) is due to the power mis-
match (∆Pm − ∆PL), while D and H are the damping and in-
ertia factors, respectively. In this equation, however, RES
and SMES are not included. Fig. 2 shows the modified block
diagram of the MG for frequency control purposes containing
the primary, secondary, RES and SMES control loops. The
modeling of the RES and SMES are explained in the follow-
ing subsections and added to the linear model of the studied
MG.

∆Pm =
1

sTt + 1
(∆Pg) (2)

∆Pg =
1

1 + sTg
(∆PACE −

1
R

∆f) (3)

∆PACE =
ACE

s
=

[
KP +

Ki

s
+ Kd s

] [
β.∆f

]
= Kpid

[
β.∆f

]
(4)

Wind Turbine Model:
The wind farm model is modeled using the following trans-

fer function.

∆PW =
1

sTWT + 1
· (∆PWind) (5)

PV Model:
The model of solar power is modeled using the following

transfer function.

∆PPV =
1

sTPV + 1
· (∆Psolar) (6)

The SMES Model:
The SMES is simulated by the following transfer function

based on a time constant (TSMES) and SMES variable gain
(KSMES), obtained by the trial-and-error method.

∆PS MES =
KS MES

sTS MES + 1
·

(
d (∆ f )

dt

)
(7)

The overall dynamic equation of generator-demand be-
tween the total power and the frequency deviation consid-
ering the effect of both RES and SMES can be obtained as:

∆ f =
1

2Hs + D
(∆Pm + ∆PW + ∆PPV ± ∆PS MES − ∆PL) (8)

The MG state space model is shown in Eq. (9) and
Eq. (10).

X = Ax + B1w + B2u (9)

y = Cx (10)

where,

xT =
[
∆ f · ∆Pm · ∆Pg · ∆PACE · ∆PW · ∆PPV · ∆PS MES

]
(11)

wT = ∆PWind · ∆Psolar · ∆PL (12)

y = ∆ f (13)

The complete state-space model of the studied MG re-
garding the impacts of RES and SMES is reported in [34]
using the previous state variables from Eq. (1) to Eq. (10).

Complete SMES Model
Fig. 3 shows the schematic model of the SMES unit, which

has a DC superconducting coil (SC), which is considered the
heart of the SMES. This SC is connected to the AC grid
through a power conversion system (PCS), which includes
an inverter and a DC-DC chopper for inversion and rectifica-
tion purposes. The SMES control operation during standby,
charging, and discharging modes are achieved by applying
zero, positive, and negative voltage, respectively to SC. This
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Figure 3: Detailed configuration of SMES in the power system

Figure 4: SMES control model as a frequency stabilizer [35]

occurs through the firing angle control of the converter cir-
cuit. The modeling of the SMES transfer function is illus-
trated in Fig. 4, where the area control error (ACE) is given
to the gain (KSMES) to derive the change in converter volt-
age (∆Ed) as shown in Eq. (14). The incremental change in
SC current (∆Id) is used as a negative feedback signal in the
control loop of SMES to achieve rapid restoration of the SC
current after any load disturbance [35].

∆Ed =
KS MES

sTdc + 1
· ∆ f (14)

where, ∆Ed is the incremental change in converter volt-
age, Tdc the converter time delay in a second; KSMES is the
gain of the SMES control loop. The SC inductor current de-
viation (∆Id) can be calculated by Eq. (15).

∆Id =
∆Ed

sL
(15)

The overall power change of SMES ∆PS MES due to system
frequency deviation (∆ f ) is determined by Eq. (16):

∆PS MES = ∆Ed · Id (16)

Id = Ido + ∆Id (17)

where Id is net SC inductor current.

Operation Strategy

This section discusses the operation strategy of SMES for
the studied MG, with consideration given to RES and load
variations. The operation flowchart is shown in Fig. 5. MG

Figure 5: Flowchart of the SMES operation strategy

frequency changes whenever load disturbance occurs. How-
ever, system frequency must be maintained within allowable
limits for stable MG operation. In order to stabilize the fre-
quency fluctuations, generation must be controlled based on
demand load changes. Therefore, frequency over or under
50 Hz must be detected. If the frequency is under 50 Hz
and SC current Id greater than the lower limit IdL, SMES dis-
charges power otherwise it endures in standby mode. If the
frequency is over 50 Hz and Id lower than its upper limit IdU,
SMES starts to charge power from the grid; otherwise, it re-
mains in standby mode.

Proposed Coordination Strategy

SMES Based Optimal PID
The main target of this part is to design a robust SMES-

based optimal PID controller to emulate the virtual inertia of
the tested MG. This will support MG frequency and save it
from collapse during large disturbances. Moreover, a re-
cent swarm intelligence method called moth swarm algorithm
(MSA) is applied to reduce the MG frequency deviations and
produce the optimal PID parameter under different operating
situations of the MG.

Control Problem Formulation
In this research, the proposed coordinated control strat-

egy of SMES and LFC is based on the PID controller. The
tuning of the PID controller depends on three parameters:
proportional gain k p, integral gain k i and derivative gain k d.
These parameters are calculated through the moth swarm
algorithm optimization technique. The actuating signal of the
PID controller is the summation of three parameters of the
error signal, as follows:

Gc (s) = KP +
Ki

S
+ KdS (18)
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In order to achieve optimum system response, MSA tries
to find the optimal PID controller by reducing the integral time
squared-error (ISE), which is the objective function of the op-
timization technique and can be formulated as shown below:

IS E =

∫ ts

0
(∆ f )2 dt (19)

Table 2: PID controller parameters for MG

Parameter Kp Ki Kd

Value 3.76 22.14 0.85

where ∆ f is the system frequency deviation and ts is the
simulation time. The proposed MSA is applied to minimize
the objective function of the ISE subjected to the constraints
of the PID controller parameters limits as in Eq. (20). Table 2
includes the optimal values of the PID gains.

KP min ≤ KP ≤ KP max

Ki min ≤ Ki ≤ Ki max

Kd min ≤ Kd ≤ Kd max

→ (0 ∼ 100) (20)

Overview of MSA

In this paper, the MSA was adapted to find the optimum
parameters of the PID controller by minimizing the objective
function as given in Eq. (19). MSA is a new optimization algo-
rithm, proposed by the authors Emad et al. in [36]. The MSA
was established based on moth swarms flying by moonlight.
A swarm of moths utilizes celestial navigation in order to be
on a straight-line direction at night, for example when the
flight path lies at a constant point to parallel lights of rays like
a remote light source. In MSA, the near light source from
moths acts as obstructions for them. The optimal solution
of any problem is determined based on the relative position
of the moth swarm to the moon, while the luminous inten-
sity measured the solution quality. Each swarm consists of
three groups [36], which are: (i) pathfinders that have the
ability to discover new areas in the search space. They dis-
tinguish the best position of light sources to guide the swarm
of the main groups; (ii) prospectors that fly into a spiral path
close to the light sources, which have been marked by the
pathfinders; and (iii) onlookers that fly directly towards the
moonlight, which is the best global solution, as represented
by the prospectors. The MSA is handled in four main phases
as follows:

Phase of initialization: The initial positions of moths are
randomly generated as follows:

xi j = rand [0, 1] ·
(
xmax

j − xmin
j

)
+ xmin

j

i = {1, 2, . . . , n}
j = {1, 2, . . . , d}

(21)

where x j
min and x j

max represent the upper and lower limits,
d is the dimension of the problem and n is the population
number. After the initial process, the moths are divided into

different types based on the calculated fitness. The best type
of moth are the pathfinders, the second are the prospectors
and the worst are the onlookers.

Phase of reconnaissance: To improve the diversity in-
dex of the optimal solution, the crossover points are depicted
based on a new strategy. At iteration t, the normalized dis-
persal degree is calculated as follows:

σt
j =

√
1
np

∑np

i=1

(
xt

i j − xt
j

)2

xt
j

(22)

where the pathfinder moths number is np, xt
j =

1
np

∑np

i=1 xt
i j, and the variation coefficient is µt = 1

d
∑d

j=1 σ
t
j.

Spiral movement of prospectors: The prospectors are
the next best luminescence intensity group of moth swarms.
The number of prospectors nf that reduce during the iteration
process can be mathematically calculated as follows:

n f = round
((

n − np

)
× (1 −

t
T

)
)

(23)

The new position of the prospector moth (x i) is updated by
using Eq. (24) according to the spiral flight path for the next
iteration. 

xt+1
i =

∣∣∣xt
i − xt

p

∣∣∣ · eθ · cos 2πθ + xt
p

∀p ∈
{
1, 2, . . . , np

}
i ∈

{
np + 1, np + 2, . . . , n f

} (24)

where θ is a random number in [r, 1] and equal
to

(
−1 − t

T

)
. Due to consistently changing the group of each

moth, if there is more luminescence than the existing light
sources, then they try to become a pathfinder moth.

Movement of onlookers: During the process in MSA
method, the number of prospectors reduces and the number
of onlookers increases in the search space. This may result
in accelerating the convergence rate of the MSA to achieve
a global solution. The onlooker moths have the worst lumi-
nescent sources. Hence, the purpose of the moths in this
group is to move towards the most shining solution. They
are classified into two parts, which are Gaussian distribution
of steps and associative learning mechanism (ALM) with in-
stant memory. The updating equation for the onlooker moth
is created according to Gaussian walks and is defined as
follows: xt+1

i = xt
i + ε1 +

[
ε2 × bestt

g − ε3 × xt
i

]
∀i ∈ {1, 2, . . . , nG}

(25)

ε1 ∼ random(size(d)) N
(
bestt

g,
log t

t
×

(
xt

i − bestt
g

))
(26)

where ε1 is a random sample drawn from Gaussian (Nor-
mal) distribution as a random sample and is the global best
solution, ε2 and ε3 are uniformly distributed random numbers
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within the range [0,1]. The updating equation for the new on-
looker moth for the next generation is written on the basis of
ALM with immediate rate term as follows:

xt+1
i = xt

i + 0.001 ·G
[
xt

i − xmin
i , xmax

i − xt
i

]
(1 − g/G)

·r1 ·
(
bestt

p − xt
i

)
+ 2g/G · r2

(
bestt

g − xt
i

) (27)

Modeling of the DFR Scheme

Figure 6: Frequency Measurement Unit (FMU)

Figure 7: Frequency Detection Element (FDE)

Modelling of DFR: The detailed modeling of the DFR was
presented by the authors in [37]. DFR is divided into two
main components, the first portion is the Frequency Measur-
ing Unit (FMU), which is used to measure the digital value
of the system frequency using some logical operations as
shown in the Matlab Simulink model of Fig. 6. Then the fre-
quency detection element (FDE) receives the measured fre-
quency signal to take action based on the DFR limit for nec-
essary tripping. The output from frequency is logically OR.
The output of FDE under the normal case is 1, otherwise 0
(for tripping) as shown in Fig. 7. According to the modeling
for the DFR, it can be implemented by an intelligent elec-
tronic device (IED) using microprocessor-based technology.
The design block offers flexibility in terms of further research
and improvement.

Table 3: PID controller parameters for MG

System frequency DFR Limit range Integrator value

50 Hz
Over fmax = 51 Hz

K = 5 sec
Under fmin = 49 Hz

Figure 8: DFR model

Figure 9: Flowchart of the overall operation

DFR Operation: The designed DFR in this work is shown
in Fig. 8. The operation of the DFR depends on measuring
the system frequency and comparing it with the frequency
limits of the DFR (fmax < f < fmin). To energize the relay
and then send a protection signal to the responsible circuit
breaker, two conditions must be met together: (i) the sys-
tem frequency exceeds the permissible limits of the over and
under frequency setting, and (ii) the integrator output mag-
nitude is larger than the threshold value (K=5sec). On the
other hand, the role of the LFC and SMES emerges when the
measured frequency leaves the permissible limits and the in-
tegrator output magnitude does not exceed the integrator set
time (K ). As per the international grid code for the islanded-
MG mode in Europe [37], the setting of the proposed DFR is
indicated in Table 3. The operation of the digital DFR coordi-
nated with LFC and SMES is represented in the flowchart of
Fig. 9.
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Results and Analysis

Figure 10: MG Single-line diagram

Figure 11: Power fluctuation of wind/solar generation units

Figure 12: Random Load deviation

The proposed method of coordination between secondary
control, SMES, and DRF for the MG is verified on the MG
single-line diagram as shown in Fig. 10 during the intermit-
tent/variable sources, radical load change (i.e. disturbances)
and low inertia effect (i.e., system uncertainties). All simu-
lation cases and analysis of the studied MG are executed

using MATLAB/Simulink in the presence of highly fluctuating
wind power and solar power shown on Fig. 11, in addition
to load variations as shown on Fig. 12 for simulation time
of 10 minutes. Three scenarios are carried out to examine
the dynamic security of the MG utilizing the proposed con-
trol/protection method of LFC and DFR as follows:

MG Performance Without RESs

Table 4: Multiple operating conditions of MG, Case 1

Source Starting Stopping Size (pu)

Industrial load 150 sec - 0.22
Residential load initial 400 sec 0.12

The main objective of this section is to investigate MG
performance with the proposed coordinated strategy of LFC,
SMES, and DFR by implementing highly fluctuating residen-
tial and industrial loads with three different levels of system
inertia. Table 4 summarizes the different disturbance condi-
tions during this simulation.

Figure 13: MG frequency response for Case 1A (100% of default system
inertia)

Case 1A: In this case, the studied MG is examined under
100% of the default system inertia considering the random
load variations of Table 4. Fig. 13 shows the MG frequency
response in that case, where the frequency control loops
succeeded to return the MG frequency with the three sce-
narios without any need from the protection scheme. With-
out SMES, the frequency change is about ±0.74 Hz, while
the conventional SMES damped the frequency variation to
±0.25 Hz. The SMES based-optimal PID signal gave a very
smooth frequency response to only ±0.08 Hz when the high
fluctuated industrial load is connected at 150 sec. This re-
sult is the best value compared to other methods in terms of
overshoots/undershoots and settling time.
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Figure 14: MG frequency for Case 1B (55% of default system inertia)

Case 1B: In this case, the MG is subjected to the same
operating conditions of Table 4, in addition to reducing sys-
tem inertia to 55% of the default system inertia level. Fig. 14
shows the MG frequency response. It can be seen that
the conventional controller cannot restore the MG frequency
if the frequency deviation exceeded the allowable limits.
Hence, the DFR energizes and sends a signal to the re-
sponsible circuit breaker to trip, because the integrator value
(K) exceeds its threshold value at 150 sec when the in-
dustrial load is connected. While the conventional SMES
damped the frequency variation to only ±0.3 Hz at 150 sec
and the DFR does not energize as the integrator threshold
output magnitude does not override the specified value. On
the other hand, the SMES based-optimal PID controller can
maintain system frequency within ±0.1 Hz during the connec-
tion of heavy industrial load at 150 sec under the critical low
inertia case.

Case 1C: In this case, the MG is examined during an ex-
treme scenario of very low inertia (35% of the default MG
inertia) in addition to the previous load variation conditions
of Table 4. The conventional controller cannot withstand the
extreme low inertia case at the first disturbance step at ini-
tial operation and the DRF emerges sending a signal to the
circuit breaker for tripping to protect the MG system from fail-
ure as depicted in Fig. 15. The MG response with the con-
ventional SMES fluctuates beyond the allowable limits and
maintains the frequency change around ±0.32 Hz without
the need of protective action. The modified SMES gave the
best control performance in this extreme inertia scenario by
immediately dumping the frequency fluctuation to ±0.11 Hz.
Therefore, the superiority of the proposed technique of mo-
dified SMES was approved to preserve the dynamic security
in a low-inertia MG.

MG Performance with RESs
The main objective of this section is to investigate MG

performance with the proposed coordinated strategy of LFC,

Figure 15: MG frequency response for Case 1C (35% of default system
inertia)

Table 5: Multiple operating conditions of the MG of Case 2

Source Starting Stopping Size (pu)

Industrial load 150 sec - 0.22
Residential load initial 400 sec 0.12

Wind power 300 sec - 0.23
PV initial - 0.15

SMES, and DFR by implementing high-fluctuated wind and
PV variation, in addition to high-fluctuated residential and in-
dustrial load variations during three different levels of system
inertia. Table 5 summarizes the different disturbance condi-
tion during this simulation.

Figure 16: MG frequency for Case 2A (100% of default system inertia)

Case 2A: Fig. 16 shows the frequency response of the
MG in the sequence of operating conditions as shown in Ta-
ble 5 with inertia level (100% of default system inertia). In this
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case, the conventional controller restored system frequency
to 50 Hz, but with the high-frequency variation of ±0.98 Hz,
which is very near the maximum allowable limits and with
long settling time during wind farm connection at 300 sec.
The conventional SMES successfully maintained frequency
fluctuation at around ±0.31 Hz. However, it takes a long time
to stabilize at 50 Hz. On the other hand, the proposed modi-
fied SMES based on the optimal PID controller damped the
frequency oscillations to only ±0.09 Hz with fast time com-
pared to other methods. This case proved the effectiveness
of the coordination strategy of LFC and SMES without any
action from the DFR protection system.

Figure 17: MG frequency for Case 2B (55% of default system inertia)

Case 2B: the MG system, in this case, is exposed to
the same operating conditions of Table 5, in addition to re-
ducing system inertia to 55% of the default system inertia
level. Fig. 17 shows the MG frequency response in that
case, where the conventional control failed to iterate the sys-
tem frequency to its set value during connection of industrial
load at 150 sec and at a low inertia value. Hence, the DRF
emerged in this situation to protect the MG components from
damage by sending a trip signal for protective action. The
conventional SMES gave a frequency change of ±0.36 Hz
when the wind farm is connected at 300 sec. However, it still
needs a long time to settle down to 50 Hz. When using the
modified SMES, the system frequency variation enhanced
to about ±0.1 Hz with smooth and quick frequency respon-
se. Hence, the proposed coordination still has the best effec-
tiveness for maintaining MG dynamic security.

Case 2C: In this case, an extreme test scenario was per-
formed by subjecting the MG to reduce the system inertia to
35% from its initial value, in addition to the same operating
conditions in Table 5. Fig. 18 shows that the DFR protec-
tion system is energized and sends a trip signal to the circuit
breaker to trip the generation units when using the conven-
tional controller only. This happened due to the frequency
variation exceeding the acceptable limits and the integrator
value of DFR exceeding its threshold value at the first dis-

Figure 18: MG frequency for Case 2C (35% of default system inertia)

turbance operation at 150 sec. Hence, the DFR maintains
system security in that case. While the conventional SMES
damped the frequency oscillations to ±0.39 Hz, the settling ti-
me was still somewhat long. On the other hand, the modified
SMES-based optimal PID signal can reduce the frequency
fluctuations rapidly to ±0.15 Hz in that extreme inertia case,
compared to the conventional controller and SMES as shown
in Fig. 18.

Conclusion and Discussions

This paper proposed a coordination strategy of secondary
control, SMES, and digital Frequency Relay (DFR) for en-
hancing the stability and protection of the low-inertia mi-
crogrid (MG), considering high levels of Renewable Energy
Sources (RESs) penetration. The proposed SMES-based
optimal PID controller, designed using new swarm intelli-
gence of MSA, was applied to emulate inertia characteris-
tics.

The simulation results proved that the proposed SMES-
based optimal PID controller achieved robust frequency sta-
bility in the presence of high wind/PV power penetration.
Different load power fluctuations and different levels of sys-
tem inertia against all cases of studied scenarios in terms
of peaks overshoot, peaks undershoot and settling time are
considered in this work. These results have been compared
with and without the conventional SMES, which needs a little
longer time to suppress the frequency deviations compared
with the proposed coordination. Furthermore, conventional
and modified SMES have solved the interference problem
between the frequency control and protection by damping
the frequency fluctuations quickly.
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