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Abstract

This paper proposes first photovoltaic (PV) module theoretical modeling based on the Schott ASE-300-DGF
PV panel as a practical basis for checking and verifying the modeling process. This is done with the aid of
an equivalent electric circuit with a diode and an electric model with moderate complexity. It is modeled
at nominal conditions at 25°C, and 1 kW/m? with I-V curves at (0°C, 25°C, 50°Cg, 75°C), also power and
irradiance. General modeling in more probable situations for variable values of temperature and irradiance is
proposed using Artificial Neural Networks (ANN). The inputs of this model are Irradiance and Temperature;
the outputs are: Module Voltage, Current, and Power. All characteristics are well depicted in 3-D figures.
Then, it proposes the identification of the maximum power point (MPP) function for the (PV) module using
a genetic algorithm (GA). This function efficiently picks the peaks of PV power curves as the objective func-
tion and two variables as arguments (V,,, and I,,,) with nonlinear constraints and variables boundaries. This
function generates reference values to drive the tracking system in the PV system at optimum operation and is
deduced with the aid of ANN too. This is done with probable situations for various values of temperature and
irradiance to obtain corresponding voltage and current at maximum power. The simulation results at MPP are
well depicted in 3-D figures to be used as training or learning data for the ANN model. The results obtained
are sufficiently accurate to apply the models to control the PV systems for tracking the optimal power points.
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1. Introduction

Photovoltaic modules are becoming increasingly
popular and are ideally suited for distributed sys-
tems. Recent studies show an exponential increase in
the worldwide installed photovoltaic power capacity.
There is ongoing research aimed at reducing costs
and achieving higher efficiency. Photovoltaic panels
do not have any moving parts, operate silently and
generate no emissions. Another advantage is that
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solar technology is highly modular and can be eas-
ily scaled to provide the required power for different
loads [1, 2]. A significant amount of PV research
focused on fundamental issues of performance and
modeling is presented [3-6]. Since the power har-
vested from the photovoltaic module differs at vari-
ous operating points, it is important that maximum
power is obtained from the photovoltaic module [7-
9]. A PV array is usually oversized to compen-
sate for a low power yield during winter months.
This mismatch between the PV module and load re-
quires further oversizing of the PV array and thus in-
creases overall system cost. To mitigate this prob-
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lem, a maximum power point tracker (MPPT) can be
used to maintain the PV module’s operating point at
the MPP. MPPTs can extract more than 97% of the
PV power when properly optimized [7], [10]. Solar-
array modeling and maximum power point tracking
are studied by comparing two neural networks (back-
propagation; radial basis) and are evaluated by com-
parison with a conventional model [11]. Neural net-
works can be applied to model the I-V character-
istics and maximum power points (MPPs) of pho-
tovoltaic (PV) panels. A genetic algorithms-based
training scheme to search for the optimal number
of radial basis functions using only the input sam-
ples of a PV panel is proposed [12]. Modeling and
simulation of a photovoltaic panel based on a neural
network and VHDL language is introduced. This is
done with an experimental database of meteorolog-
ical data (irradiation, temperature) and output elec-
trical generation signals of the PV-panel (current and
voltage) [13]. Comprehensive efforts aimed at pho-
tovoltaic arrays modelling, optimization and simula-
tions for grid-connected system are investigated [14],
[15]. The equation of the external voltage-current
characteristic I(V) of a solar cell is determined us-
ing genetic algorithms based on isolated points of
the characteristic with very good convergence [16].
A traditional modeling approach using the Sandia
Photovoltaic Array Performance Model is compared
with a new method of characterization using a recur-
rent neural network (RNN). This comparison serves
to validate the accuracy of the new method in com-
parison to a widely accepted modeling technique.
Modeling using an RNN may be advantageous when
component models are not available [17]. A novel
genetic algorithm for maximum power point tracking
based on the photovoltaic cell model is carried out.
This proposed technique permits verification of the
linearity between voltage and optimal current [18].
A method which combines an artificial neural net-
work and a genetic algorithm in determining the tilt
angle for photovoltaic (PV) modules is presented.
This is done with the Taguchi experiment as the
learning data for an artificial neural network (ANN)
model. The objective is to maximize the electrical
energy of modules in Taiwan [19]. Modeling of the
electrical current-voltage and power-voltage of the
photovoltaic (PV) panel BP 3160W, using a new ap-

proach based on artificial intelligence, is presented.
The electrical parameters of solar cells of the opti-
mal PV panel are analyzed by the simulation pro-
grams carried out in MATLAB [20]. A new kind
of BP neural network modeling method based on
MEA, and used for photovoltaic battery modeling is
introduced. In this model, MEA is used for neural
network parameter optimization to overcome defects
of the traditional BP neural network and to improve
modeling accuracy and reliability [21]. The applica-
tion of an advanced neural network based model of
a module to improve the accuracy of the predicted
output I-V and P-V curves and to keep account of
the changes in all parameters at different operating
conditions is investigated [22]. A new application
of the ANN for modeling a Photovoltaic Thermal
collector (PV/T) is presented, together with thermal
and electrical modelling. Networks with different
hidden layers are used for modeling and the perfor-
mances evaluated using maximum correlation coef-
ficient, minimum root mean square error and low
coefficient of variance [23]. An eflicient and accu-
rate approach for the estimation of solar cell parame-
ters using a hybrid genetic algorithm from the given
voltage-current data is proposed. The hybrid ge-
netic algorithm, which is based on the Genetic Algo-
rithm (GA) and Nelder-Mead (NM) simplex search
method, is proposed. MATLAB OPTIMTOOL is
used to implement the proposed approach [24]. The
influence of light intensity, day type, temperature,
and season on photovoltaic power is analyzed. By
combining an adaptive algorithm with a neural net-
work, an adaptive neural network prediction model
is established. A numerical example verifies the ef-
fectiveness and applicability of the proposed photo-
voltaic power prediction model [25]. A conceptual
model to make a prediction of the PV installed power
in Italy through the use of artificial neural networks is
developed. This model is also applied to analysis of
the spread of this technology in some other European
countries [26]. A mathematical model with 7 pa-
rameters is represented with a developed MATLAB-
Simulink model. All calculations associated to pro-
cess the genetic algorithms are integrated into one
program, with very good convergence. The approach
is based on formulating the parameter extraction as
a search and optimization problem. Current-voltage
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data used were generated by simulating a two-diode
solar cell model of specified parameters [27]. The re-
sults of performance optimization of a PV/T system
with natural air flow operation are presented. A theo-
retical model is developed and validated with a good
agreement between the predicted results and mea-
sured data. A genetic algorithm method was applied
to find the optimum values of geometric character-
istics of the studied PV/T system to achieve higher
thermal and electrical efficiencies [28]. A model of
a photovoltaic array based on the Radial basis func-
tion neural network to decrease the complexity of the
modeling is set up in which the solar radiation and
ambient temperature impacting on the photovoltaic
array are input variables and the output voltage and
current corresponding to the maximum power out-
put of photovoltaic array are output variables [29].
An improved modeling technique for a photovoltaic
(PV) module, utilizing the optimization ability of
a genetic algorithm, is detailed for different param-
eters computed via this approach. The global opti-
mization of the parameters and the applicability for
the entire range of solar radiation and a wide range
of temperatures are achievable via this approach.
The Manufacturer’s data sheet information is used as
a basis for parameter optimization, with an average
absolute error fitness function formulated, and a nu-
merical iterative method used to solve the voltage-
current relation of the PV module [30]. The perfor-
mance of the Photovoltaic module using a dynamic
thermal model is evaluated. Electric circuit elements
are used in the proposed dynamic model of the Pho-
tovoltaic module. Therefore, the ‘Node Analysis’
method is used to analyze the nonlinear circuit [31].
The problem of designing an accurate and computa-
tionally fast model of a particular real photovoltaic
module is introduced. There are a number of well-
known theoretical models, but they need the fine tun-
ing of several parameters, whose values are often dif-
ficult to estimate. An accurate ANN model of a real
ATERSA ASS5 photovoltaic module is derived [32].

Many benefits drawn from previous works were
applied to this work. Global modeling is done by
using irradiance and temperature to adapt this mod-
ule model to a variety of conditions. The results
obtained are sufficiently accurate to apply the mod-
els to control the PV systems for tracking optimal

power points. The proposed PV-panel model based
on ANN and GA can be used to evaluate the perfor-
mance of the PV-panel using environmental factors
and involves less computational efforts. It can also
be used for predicting the output electrical energy
from the PV-panel. The calculations in this paper are
based on practical PV module data in reference [33].
This work addresses the following: Specific and
general PV module modeling based on a real panel
with the aid of electric circuits with a diode expo-
nential model as a model with moderate complexity
and Back-Propagation (BP)) Artificial Neural Net-
work (ANN) techniques due to its advantages. The
I-V characteristics equation is solved using Newton’s
method for rapid convergence of the answer, because
the solution of the current is recursive by the inclu-
sion of a series resistance in the model. The first
model is validated by comparison of real data from
the manufacturer and simulated corresponding data;
however the ANN model is validated by comparisons
for P-V curves, and excellent acceptable error be-
tween targets and outputs. A set of 3D figures (ANN
training data) are presented to cover most probable
situations at various levels of irradiance and temper-
ature with the current, voltage, and power (i.e. model
inputs & outputs). A Genetic Algorithm (GA) is
used as an optimization powerful tool to find MPPs
over the most probable range. The implemented ge-
netic function efficiently picks the peaks of PV power
curves as the objective function and two variables as
arguments x (1), and x(2) (V,,, and I,,) with the
nonlinear constraints and variables boundaries. A set
of 3D figures generated from the genetic function is
presented to cover various irradiance, various tem-
perature with optimum current, and optimum volt-
age at maximum power. An ANN model with back-
propagation is adopted using previous 3D graphs as
learning data for input and desired target. This model
is checked and verified by comparing actual and pre-
dicted ANN values, and good error values for shown
outputs imply accuracy with an excellent regression
factor of 0.99999. The maximum power point identi-
fication function using a genetic algorithm and neu-
ral network is deduced, to generate the reference val-
ues to drive the tracking system in the PV system
at optimum operation. The ANN models’ algebraic
equations are deduced for use directly with their GUI
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Figure 2: Double exponential model of PV Cell

(Graphical User Interface) blocks and are presented
too.

2. PV Cell Model

The use of equivalent electric circuits makes it pos-
sible to model the characteristics of a PV cell. The
method used here is implemented in MATLAB pro-
grams for simulations. The same modeling technique
is also applicable for modeling a PV module. There
are two key parameters frequently used to character-
ize a PV cell. Shorting together the terminals of the
cell, the photon generated current will flow out of the
cell as a short-circuit current (/). Thus, I, = I,
when there is no connection to the PV cell (open-
circuit), the photon generated current is shunted in-
ternally by the intrinsic p-n junction diode. This
gives the open circuit voltage (V,.). The PV module
or cell manufacturers usually provide the values of
these parameters in their datasheets [33]. The ASE-
300-DGF/50 is an industrial-grade solar power mod-
ule built to the highest standards. Extremely power-
ful and reliable, the module delivers maximum per-
formance in large systems that require higher volt-
ages, including the most challenging conditions of
military, utility and commercial installations. For
superior performance, quality and peace of mind,
the ASE-300-DGEF/50 is renowned as the first choice
among those who recognize that not all solar mod-
ules are created equal [33]. The simplest model of
a PV cell equivalent circuit consists of an ideal cur-

rent source in parallel with an ideal diode. The cur-
rent source represents the current generated by pho-
tons (often denoted as I,, or Ir), and its output is
constant under constant temperature and constant in-
cident radiation of light. The PV panel is usually
represented by the single exponential model or the
double exponential model. The single exponential
model is shown in Fig. 1. The current is expressed in
terms of voltage, current and temperature, as shown
in equation (1) [34]. However, equation (2) describes
the current in terms of the same parameters for the
double exponential model, as shown in Fig. 2 [34].

q(V +IRy) V + IR,
I:Ih—Io{exp[— —1lp——= (1)
g AKT R,

I=1,,-1 {exp !M] - 1}

e

where: [,,—the photo generated current, /,—the
dark saturation current, /;,—saturation current due to
diffusion, /;,—the saturation current due to recombi-
nation in the space charge layer, Iz,—current flow-
ing in the shunt resistance, R,—cell series resistance,
R,—the cell (shunt) resistance, A —the diode quality
factor, g—the electronic charge (1.6 x 107!° C), k—
the Boltzmann constant (1.38x1072* J/K) and T—the
ambient temperature in Kelvin.

Eq. (1) and Eq. (2) are both nonlinear. Furthermore,
the parameters (1, I,, I,, Ry, Ry, and A vary with
temperature, irradiance and depend on manufactur-
ing tolerance. Numerical methods and curve fitting
can be used to make estimates [34, 35].

There are three key operating points on the I-V curve
of a photovoltaic cell: the short circuit point, maxi-
mum power point and the open circuit point. At the
open circuit point on the I-V curve, V = V,. and
I = 0. After substituting these values in the sin-
gle exponential equation (1) the equation can be ob-
tained [34].

quc] N 1} ~ Voc 3)

0=1Tn=1 {eXp AKT R
P

At the short circuit point on the I-V curve, I = I, and
V = 0. Similarly, using equation (1), we can obtain.
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qISCRS] 1} ISCRS
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Isc = 1ph — Io {eXP (4)

p

At the maximum power point of the I-V curve, we
have I = I,,,, and V = V,,,,. We can use these values
to obtain the following:

(Vmpp'*'lmppRs)
n— 1, {exp | Dz zmers) ]—1}
p L/ [ . AkT (5)

mpptHmpp Ky
RP

1

mpp =

Power transferred to the load is expressed as

P=1I-V (6)

The diode quality factor could be estimated as [34,
36]:

A —_ Vmpp + ImppRso — VOC
VT {ln (ISC - % - Impp) - lIl (Isc — ‘;—’:) + Ixj'iﬁvpnc}
(7
and [34, 36]
RP = Rsho (8)
Voe Voe
10 = Isc - 5 — 9
( R, )exp( AVT) )
AVT oc
Ry = Roo = 7= cxp|= 10
I eXP( AVT) (10)

Iy,=1 1+RS +1
ph — Lsc R 0 CXP

p

IR
SCEYS _1 11
A ) (11)

As a very good approximation, the photon gener-
ated current, which is equal to I, is directly pro-
portional to the irradiance, the intensity of illumina-
tion, to PV cell [37]. Thus, if the value, /., is known
from the datasheet, under the standard test condition,
G, = 1000 W/m? at the air mass (AM) = 1.5, then
the photon generated current at any other irradiance,
G (W/m?), is given by:

G

L6 = (—) ILse60

G (12)

Load

4O Y v

Figure 3: Equivalent circuit used in the simulations

It should be noted that, in a practical PV cell, there
is a series of resistance in a current path through the
semiconductor material, the metal grid, contacts, and
current collecting bus [38]. These resistive losses are
lumped together as a series resister (Ry). Its effect be-
comes very conspicuous in a PV module that consists
of many series-connected cells, and the value of re-
sistance is multiplied by the number of cells. Shunt
resistance is a loss associated with a small leakage
of current through a resistive path in parallel with
the intrinsic device [38]. This can be represented by
a parallel resister (R,). Since its effect is much less
conspicuous in a PV module compared to the series
resistance, it may be ignored [38], [39].

3. Photovoltaic Module Modeling

A single PV cell produces an output voltage less
than 1 V, thus a number of PV cells are connected
in series to achieve a desired output voltage. When
series-connected cells are placed in a frame, it is
called as a module. When the PV cells are wired to-
gether in series, the current output is the same as the
single cell, but the voltage output is the sum of each
cell voltage. Also, multiple modules can be wired
together in series or parallel to deliver the voltage
and current level needed. The group of modules is
called an array. The panel construction provides pro-
tection for individual cells from water, dust etc., as
the solar cells are placed in an encapsulation of flat
glass. Our case here depicts a typical connection of
216 cells that are connected in series [33]. The strat-
egy of modeling a PV module is no different from
modeling a PV cell. It uses the same PV cell model.
The parameters are all the same; only the voltage
parameter (such as the open-circuit voltage) is dif-
ferent and must be divided by the number of cells.
An electric model with moderate complexity [40] is

54—
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shown in figure 3, and provides fairly accurate re-
sults. The model consists of a current source (/.),
a diode (D), and series resistance (R;). The effect
of parallel resistance (R,) is very small in a single
module, thus the model does not include it. To make
a better model, it also includes temperature effects on
the short-circuit current (/,.) and the reverse satura-
tion current of diode (/,). It uses a single diode, with
the diode ideality factor set to achieve the best I-V
curve match.

Equation (13) describes the current-voltage relation-
ship of the PV cell.

= fonlo ) ) s

Where: [ is the cell current (the same as the module
current), V is the cell voltage = {module voltage} +
{No. of cells in series}, T is the cell temperature in
Kelvin (K).

First, calculate the short-circuit current (/,.) at
a given cell temperature (7T'):

IsclT = ISClTref [1 +a (T - Tref)]

Where: I, at T, is given in the datasheet (measured
under irradiance of 1000 W/m?), T, ¢ is the reference
temperature of PV cell in Kelvin (K), usually 298 K
(25°C), a is the temperature coefficient of /. in per-
cent change per degree temperature also given in the
datasheet.

The short-circuit current (/,.) is proportional to the
intensity of irradiance, thus /. at a given irradiance
(G) 1s introduced by Eq. (12).

The reverse saturation current of diode (/,) at the ref-
erence temperature (7,.y) is given by Eq. (15) with
the diode ideality factor added:

(14)

ISC

qV()C
exp (m) -1
The reverse saturation current (/,) is temperature de-

pendant and /, at a given temperature (7) is calcu-
lated using the following equation [40].

3
T A —qu 1 1
or = lor,, (Tref) exp( Ak (T Trer )) (16)

Iy = (15)

The diode ideality factor (A) takes a value between
one and two; however, a more accurate value is esti-
mated by curve fitting [40]. It can also be estimated
by trial and error until an accurate value is achieved.
E, is the Band gap energy (1.12 V (Si); 1.42 (GaAs);
1.5 (CdTe); 1.75 (amorphous Si)).

The series resistance (R;) of the PV module has
a large impact on the slope of the I-V curve near the
open-circuit voltage (V,.), hence the value of R; is
calculated by evaluating the slope dI/dV of the I-V
curve at the V,. [40]. The equation for R; is derived
by differentiating the I-V equation and then rearrang-
ing it in terms of R, as introduced in equation (17).

adv AKT/
f= = by (17)
Iyexp (Ak”T‘)

Where: 47 |y, is the slope of the I-V curve at the V.
(using the I-V curve in the datasheet then divide it by
the number of cells in series); V,. is the open-circuit
voltage of the cell (dividing V,. in the datasheet by
the number of cells in series).

Finally, the equation of I-V characteristics is solved
using Newton’s method for rapid convergence of
the answer, because the solution of current is re-
cursive by the inclusion of a series resistance in the
model [40]. Newton’s method is described as:

L)
()
Where: f’(x,) is the derivative of the function,

f(x) = 0, x, is a present value, and x,,; 1S a next
value.

Xn+l =

(18)

F = Le=1-1(exp () - 1) =0 (19)

By using the above equations the following output
current (/) is computed iteratively.

Lo =1, — I, (exp (q (&) - 1)
-1 1, (45 ) exp (a (5))

Fig. 4 presents a comparison between real data from
the manufacturer [33], data sheet (Red cubic), with
simulated data with blue lines. Simply, these curves

Ly =1, - (20)
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Figure 5: I-V curves at (1 kW/m?; 0, 25, 50, 75°C)

show a great match between real and theoretical data
to validate it.

The figures of I-V characteristics at various mod-
ule temperatures are simulated with the MATLAB
model for our PV module and shown in figures from
Fig. 5 to Fig. 8.

Then, a set of 3D figures (from Fig. 9 to Fig. 20) are
proposed to cover the most probable situations at var-
ious irradiance, various temperature with the current,
the voltage, and the power. These surface face rela-
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Figure 6: I-V curves (0.75 kW/m?2; 0, 25, 50, 75°C)
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Figure 8: I-V curves (0.25 kW/m?; 0, 25, 50, 75°C)

tions will be considered later, as learning or training
data for the general neural network simulation.

The neural network has the ability to deal with all
previous relations as a surface or mapping face,
due to its technical ability to interpolate in-between
points and curves. At a later stage a more powerful
tool is used (Genetic Algorithm) to find MPPs over
the most probable range.

Irradiance (KVW/m2)

. )
20

Modue Voltage (V) Temperature (C)

Figure 9: Voltage & Temp. & (1 kW/m?) Irradiance



Journal of Power Technologies 94 (1) (2014) 50-66

Irradiance (KVW/mz)

&

Moduke Power (Watf) Temperature (C)

Figure 10: Power & Temp. & (1 kW/m?) Irradiance
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Figure 11: Current & Temp. & (1 kW/m?) Irradiance

4. ANN PV Module Model

This model uses the ANN technique, which was used
and verified before in many fields [11-15, 41-47].
This model uses the previous 3D graphs illustrated
before as training or learning data for input and de-
sired target. The inputs in this model are Irradiance
and Temperature; the outputs are: Module Voltage,
Current, and Power. This model with its hidden and
output layers’ suitable neurons number is depicted in
Fig. 21. Also, the training state and neural network
model in GUI are presented in Fig. 22 and 23 respec-
tively.

P-V relations comparisons (lines and brown cubes)
between actual and predicted values at various mod-
ule temperatures and irradiance are presented in
Fig. 24 to Fig. 27. It is shown as a great match be-
tween them, with very little error. It is clear there is
a unique point for every case at which the maximum
power arises.

Fig. 28 and Fig. 29 show the errors for current and

Irracilance (kvW/m2)

)

Module Voltage (V) Temperature (C)

Figure 12: Voltage & Temperature & (0.75 kW/m?)

Irradiance (kKvw/mz2)

Modue Power (Watt)

Temperature (C)

Figure 13: Power & Temperature & (0.75 kW/m?)

voltage respectively. It is clear the errors for both im-
ply to good results and excellent match for the vari-
ables. The error for both is within 2e-7.

The normalized inputs G,: (Normalized Irradiance);
T, : ( Normalized Temperature) are as follows:

G, = (G -0.6250) /0.2797 2D

T, = (T —37.5000) /27.9683 (22)

Equations (21) and (22) present the normalized in-
puts for irradiance and temperature, also the follow-
ing equations lead to the required derived outputs
equations.

E1 = -0.3884G,, — 0.8968T, + 2.8411

F1=1/(1 +exp(-El)) (23)

E2 =10.8335G, — 0.11207,, — 4.7062

F2=1/(1 +exp(-E2)) 29
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Figure 14: Current & Temperature & (0.75 kW/m?)
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Figure 15: Voltage & Temperature & (0.50 kW/m?)

E3 = -0.3773G, — 9.6071T, + 7.2495
F3=1/(1+exp(-E3))

E4 = -0.0696G, — 9.4705T, — 5.0369
F4 =1/(1 +exp(-E4))

E5 = 6.3252G, + 0.3523T, + 4.6963
F5=1/(1 +exp(-EY))

E6 = —0.1062G,, + 3.4660T, + 8.7149
F6 =1/(1 +exp(-E6))

E7 =0.1802G, + 4.0327T, + 3.7157
F7=1/(1+exp(-ET))

(25)

(26)

27)

(28)

(29)

Irradlance (KWW/m2)

Modue Power (Watt) Temperature (C)

Figure 16: Power & Temperature & (0.50 kW/m?)

e =
[z - (]

Irradiance (kVVW/mz2)
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Tempenature (C)

Figure 17: Current & Temperature & (0.50 kW/m?)

E8 =11.6503G, — 1.1094T,, + 11.1433

F8 =1/(1 +exp(-EY)) (30)

E9 =0.2372G, - 0.8735T, + 0.7613

F9 =1/(1+exp(-E9)) 3D

The normalized outputs are:

V. = 0.0466F1 + 0.0080F2 + 0.0661F3 — 0.2311F4
—0.0071F5 + 2.5608F6 + 0.0771F7 + 0.0091F8
—-0.0217F9 - 2.7656

(32)

I, = 6.2907F1 + 1.5501F2 + 0.2881F3 + 1.8330F4
—1.1986F5 — 0.6123F6 — 1.2526F7 + 1.6547F8
—2.6831F9 - 6.1682

(33)

58 —



Journal of Power Technologies 94 (1) (2014) 50-66

Irradlance (KWW/m2)

Module Vokage (V) Temperature (C)

Figure 18: Voltage & Temperature & (0.25 kW/m?)

Irradlance (KW/m2)

Module Power (Watt)

Temperatue (C)

Figure 19: Power & Temperature & (0.25 kW/m?)

P, =7.2249F1 + 1.7820F2 + 1.0262F 3 + 5.1377F4
—1.3507F5 - 0.9574F6 + 3.4515F7 + 1.8830F 8
—6.9036F9 — 7.3615

(34)
The unnormalized outputs
V =25.2226V, + 42.6563 (35)
I =2.17881, +2.318 (36)
P =57.5303P, + 81.4030 37

The ANN model for the PV module is expressed
in the form of algebraic equations from Eq. (21) to
Eq. (37), which are considered to be the result of the
work. These equations could be used directly with-
out training the neural network every time; moreover

Irradiance (KWW/mz2)

Module Current (A)

Temperature (C)

Figure 20: Current & Temperature & (0.25 kW/m?)

IrradianceH

Temperature

Voltage

Hidden Layer
Logsig
9 Neurons

Qutput Layer
Purelin
3 Neurons

Current

Power

Figure 21: ANN PV Cell Module Model

they connect all the desired input and output param-
eters as illustrated before for this model.

5. Genetic Algorithm

The genetic algorithm is a method for solving both
constrained and unconstrained optimization prob-
lems that is based on natural selection, the process
that drives biological evolution. The genetic algo-
rithm repeatedly modifies a population of individual
solutions. At each step, the genetic algorithm se-
lects individuals at random from the current popula-
tion to be parents and uses them to produce the chil-
dren for the next generation. Over successive gen-
erations, the population "evolves" toward an optimal
solution. We can apply the genetic algorithm to solve
a variety of optimization problems that are not well
suited for standard optimization algorithms, includ-
ing problems in which the objective function is dis-
continuous, non-differentiable, stochastic, or highly
nonlinear [48-53].

The genetic algorithm uses three main types of rules
at each step to create the next generation from the
current population:

— 59 __
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Figure 22: ANN Model with its layers, neurons and weights

- Gradient = 1.8055e-007, at epoch 1000
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Figure 23: Training State

e Selection rules select the individuals, called par-

ents, which contribute to the population at the
next generation.

e Crossover rules combine two parents to form
children for the next generation.

e Mutation rules apply random changes to indi-
vidual parents to form children.

Our genetic trial uses the following MATLAB pre-
scribed terminologies:

Population type: Double Vector with Populations
size = 20; Creation function, Initial population, Ini-
tial Score, and Initial range: Default; Fitness scal-
ing: Rank; Selection function: Stochastic uniform
Reproduction; Elite Count: Default (3), Crossover
fraction: Default (0.8); Mutation function: Adap-
tive feasible (due to its benefits); Crossover function:
Scattered Migration; Direction: Forward, Fraction:
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Figure 24: P-V curves at (1 kW/m?; 0, 25, 50, 75°C)
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Figure 25: P-V curves (0.75 kW/m?; 0, 25, 50, 75°C)

Default (0.2), Interval: Default (20); Stopping crite-
ria (Defaults): Generations: 100, Time limit: Inf.,
Fitness limit: Inf., Stall generations: 50, Stall time
limit: Inf., Function Tolerance: 1e-6, nonlinear con-
straint tolerance: le-6. Also, this technique was used
previously by the same authors in the field of green
energy in [11, 12, 27, 28, 54-56].
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Figure 26: P-V curves (0.50 kW/m?2; 0, 25, 50, 75°C)
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Figure 27: P-V curves (0.25 kW/m?; 0, 25, 50, 75°C)
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s
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Figure 28: Current Error w.r.t. temperature and current value

5.1. Maximum Power GA Function

The aim of this function is to pick the peaks of PV
power curves, shown before, as the objective func-
tion and two variables as arguments x (1), and x(2)
(Vip and 1,,,,).

This efficient function is implemented by maximiz-
ing the power with the voltage and current as opti-
mizing variables, and with boundaries for them by
the values of V,., and I,. from the PV module data
sheet, also with nonlinear constraints with the aid
of V,., and I, obtained from I-V curves for all ir-
radiance and temperature values. Both the objective
function and constraint function are implemented us-
ing the previous modeling relations in the form of
MATLAB m-files.

Function MPP = f (x)

MPP =x(1)-x(2) (38)

Function Constraints:

Error (Voltage)

Voltage (Volf} Temperature (C0)

Figure 29: Voltage Error w.r.t. temperature and voltage value

=
=

Maximum Power (Watt)
=e =

0

04

Temperature (C) Iradiance (kW/m2)

Figure 30: Maximum Power relation with Irradiance and Tem-
perature

This optimizing variable (x(1)) is bounded by
[O VocDataS heet] .

This optimizing variable (x(2)) is bounded by
[0 Lscpatas heet]-

The nonlinear constraint:

Function [c, ceq] = f (x)

c= [Zl - Voc Module(For Every Irradiance& T emperature Value)»
22 = Lse Module(For Every Irradiance&Temperature Value) |
ceq =[]

(39)
The previous equations for constraints (39), imply
that, c—Ilimits the voltage and current by open cir-
cuit voltage and short circuit current at every irradi-
ance and temperature value and ceq—for the equal-
ity constraints and there are no equality constraints
for our case so it remains empty in the code [ ].
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Figure 31: Voltage at Maximum Power relation with Irradiance

and Temperature

Irradlance (KW/mMm2)

-1

ey 0 & ® )

Cument (A) at Max. Power Temperature (C)

Figure 32: Current at Maximum Power relation with Irradiance
and Temperature

5.2. Genetic Algorithm Results

Finally, a set of 3D figures are proposed to cover
the most probable situations at various irradiance and
temperature values with the current, the voltage, and
the power at the desired maximum power. The fig-
ures from Fig. 30 to Fig 32 result from the optimum
genetic function implemented previously to give the
required driving parameters for the PV sun tracker
system to work at optimum performance. These sur-
face face relations will be considered later as learning
or training data for the ANN model. The following
figures cover the most probable range for both irra-
diance (0.05:1 kW/m?) and temperature (0:75°C).

The neural network has the ability to deal with all
previous relations as a surface or mapping face,
due to its technical ability to interpolate in-between
points and curves.

Irradiance =) Hidden Layer  Output Layer = Voltageuas pover
Logsig Purelin
Temperature =) 6 Neurons 2 Nourons = Currentyacpower

Figure 33: ANN Optimum PV Module Model

Figure 34: ANN Model with its layers, neurons, and weights

6. ANN PV GA Function with its regression func-
tion

This model uses ANN with back-propagation which
was previously used, described and verified in the
field of renewable energy such as in [11-15, 41-47].
This model uses the 3D graphs (Fig. 30 to Fig. 32)
illustrated before as training or learning data for in-
put and desired target. The inputs in this model are
Irradiance and Temperature; the outputs are: Mod-
ule Voltage, and Current at maximum Power. This
model with its hidden and output layers’ suitable
neuron numbers is depicted in Fig. 33. A neural net-

0 Gradient = 1.2456e-005, at epoch 1000
10

10° MKI\MA“M

10

gradient

10

10°* iV_‘—\_r’_‘—\_\ 1

1[}' I I 1 I I I I I I

mu

Figure 35: Training State
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Figure 36: Comparisons of actual and ANN-predicted values
for Voltage

work model in GUI with its structure, layers, neurons
and weights is presented in Fig. 34. The training state
and comparisons check are introduced in Figs. 35,
and 36 respectively.

Fig. 37 and Fig. 38 show the errors for current and
voltage respectively. It is clear the errors for both
imply good results and an excellent match for the
variables. The error for both lies within le-8.

The regression neural network function is deduced as
follows:

The normalized inputs G,: (Normalized Irradiance);

Error (Current)

Temperature (C0)

Current {Amp.}

Figure 37: Optimum Current Error w.r.t. temp. and current

Error (Voltage)

LU

Temperature (C0) Voitage (Vok)

Figure 38: Optimum Voltage Error w.r.t. temp. and voltage

T,: (Normalized Temperature) are:

G, = (G -0.5083) /0.3368 (40)

T, = (T —-37.5000) /28.5520 (41)

The following equations lead to the required derived
output equations.

E1 = 8.8013G, + 32.6047T, — 31.3610

F1=1/(1 +exp(—El)) (42)

E2 =0.1741G, — 0.2375T, — 0.0988 (43)
F2=1/(1 +exp(-E2))

E3 = 0.0580G, + 6.2039T,, + 1.0561 (44)
F3=1/(1 +exp(-E3))

E4 = -0.0352G, — 13.9139T,, — 4.7855 45)
F4 =1/(1 +exp(-E4))

ES = -2.3454G,, + 0.03027,, — 8.5850 46)
F5=1/(1 +exp (=E5))

E6 = -0.2908G,, — 16.70007, — 19.6496 @7

F6 =1/(1 +exp (-E6))

The normalized outputs are:
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V. =—=0.6907F1 + 3.0723F2 + 2.2439F 3+
3.2258F4 - 123.3601F5 + 0.4641F6 — 3.9162
(48)

I, = 0.1583F1 + 22.0215F2 + 36.2987F3+
36.3581F4 + 1.2441F5 — 3.4176F6 — 45.3856

(49)

The unnormalized outputs are:
V =17.3087V, + 37.2067 (50)
I =1.91281, +2.7979 (S1)

The optimum ANN model for PV module is ex-
pressed in the form of algebraic equations from
Eq. (40) to Eq. (51), which are considered to be the
result of the work. These equations could be used di-
rectly without training the neural network every time;
moreover they connect all the desired inputs and out-
puts parameters as illustrated before for this model
to drive the module into optimum operation.

7. Conclusion

Due to the importance of photovoltaic systems
especially in the field of green energy, this paper
presents a simple but efficient PV modeling trial for
both specific and general systems. It models each
component and simulates them using MATLAB. The
result shows that the PV model using an equiva-
lent circuit in moderate complexity provides good
matching with the real PV module. Simulations are
based on the Schott ASE-300-DGF PV panel. Non-
specific modeling and simulation in more probable
situations for variable values of temperature and irra-
diance are presented. The simulation results at each
irradiance value with various temperature values and
corresponding characteristics are well depicted in 3D
figures. An Artificial Neural Network (ANN) is used
for the proposed range of irradiance and tempera-
ture as model inputs, with the corresponding values
of voltage, current and power as outputs with al-
gebraic equations. Then, it introduces an efficient
identification method for the maximum power point

(MPP) function for the PV module using the ge-
netic algorithm (GA). The required function to gen-
erate the reference values to drive the tracking sys-
tem in the PV system at MPP is done with the aid
of ANN. This function uses the most probable sit-
uations for variable values of temperature and irra-
diance to obtain the corresponding voltage and cur-
rent at maximum power. The aim of this paper is to
pick peaks of the power curves (maximum points) to
make the sun tracker work efficiently. The simulation
results at MPP are well depicted in 3D figures, to be
used as training or learning data for the ANN model.
The ANN regression function for this unit is intro-
duced for use directly, without operating the neu-
ral model every time. The neural network units are
implemented using the back propagation (BP) learn-
ing algorithm, due to its ability to predict values in-
between learning values and to make interpolations
in-between learning curves data. This is done with
a suitable number of network layers and neurons at
minimum error and in a precise manner. The num-
bers of neurons and layers are selected to lend more
accuracy to the model with back-propagation—with
two layers: one hidden layer and the other output
layer. This configuration is considered to be a gen-
eral approximator to any function with a log-sigmoid
function in the hidden layer and pure-line for the out-
put layer. The number of neurons in the output layer
has to be the same as the output variables number.
The number of neurons in the hidden layer is selected
by inspection or by trial and error until one attains the
desired performance goal, accuracy, minimum error
with little time for training and with as low a number
of neurons as possible with the aid of MATLAB and
toolbox.

Finally, the results obtained are sufficiently accurate
to apply the models for controlling the PV systems
for tracking the optimal power points. The proposed
PV-panel model based on ANN and GA make it pos-
sible to evaluate the performance of the PV-panel us-
ing only the environmental factors; it also involves
less computational effort and can be used for predict-
ing the output electrical energy from the PV-panel
and then conducting operations at optimum perfor-
mance.
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