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Abstract

High penetration by distributed energy sources (DERs) such as wind turbines (WT) and various types of consumer have
triggered a need for new approach to coordination and control strategy to meet the stochastic wind speed of the environment.
Here, a Multi Agent System is used to deliver strengthened, distributed, self-governing energy management of a multiple
micro-grid to adapt to changes in the environment. Prediction of wind speed is crucial for various aspects, such as control
and planning of wind turbine operation and guaranteeing stable performance of multiple micro-grids. The main purpose of the
proposed system is to account for wind variability in the energy management of a multiple micro-grid based on a hierarchical
multi-factor system. In this study, the prediction is based on adaptive multifractal detrended fluctuation analysis (Adaptive
MFDFA). A genetic algorithm is used to solve the optimization problem. Eventually, the proposed strategy is applied to a
typical MG which consists of micro turbine (MT), wind turbine (WT) and energy storage system (ESS). Evaluation of the

results show that the proposed strategy works well and can adapt the level of confidence interval in various situations.
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1. Introduction

Environmental concerns and the rising demand for electri-
cal energy have triggered a move in recent years to renew-
able energies such as wind and solar power, but there are is-
sues over reliability, quality, flexibility and cost. Units of stor-
age and distributed energy resources (DER) [1] are placed
close to the loads and could be divided into two groups: dis-
tributed generation (DG) and distributed storage (DS). DER
systems that could be employed in both isolated and on grid
setups are called micro-grids (MG). A micro-grid is a col-
lection of Non-Responsive Loads (NRL), Responsive Load
Demand (RLD), normal loads as well as DERs that are em-
ployed by a distribution feeder [2]. A micro-grid is an inde-
pendent, controllable and single energy system which con-
sists of load types, energy storage [1] and control devices,
and in which DG and ES are connected directly parallel to
the user’s side. For large grids, the micro-grid can be con-
sidered as a controlled cell; and for the user’s side, the micro-
grid can meet uniqgue demands such as lower power supply
loss and higher local reliability.

1. Multiple micro-grids consist of different types of DER,
giving a complex structure.

2. Current DERs are a combination of effective patterns
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including continuous and discrete time. These patterns may
affect each other [3].

3. Availability of renewable energy production is usually
periodic and variable [4].

4. DERs work in different modes and may need to change
their state in response to environmental changes.

The energy management system in MG tries to maximize
the use of renewable energies — instead of fossil fuels — since
they do not consume fuel and their environmental pollution
is minimal. Moreover, it must guarantee system reliability
with respect to energy planning. MG energy management
systems and multi agent systems have been addressed in
the literature in order to solve decision making for energy
management.

Smart control strategy is also required to give the en-
ergy supply system reliability and flexibility [5]. Therefore,
in light of the goals regarding optimal energy management,
the management and architecture of control based on the hi-
erarchical multi-agent system (HMAS) are presented in this
paper. Considering the structure of the energy management
system for multiple micro-grids, the hierarchical multi-agent
system technique is a good fit for implementing a smarter
and more efficient energy management system [6]. Many of
the studies relating to energy management have referred to
multi-agent methods. To date, most research has focused
on issues relating to micro-grid energy management with a
multi-agent approach. In [7] an energy optimization man-
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agement problem was studied based on multi-agent systems
through four operational states and relations among them;
although this research only dealt with the problem of trans-
mission of optimal power between DERs in different states.
In [8] a multi-agent control strategy for island mode was pre-
sented. This research took the approach of coordination of a
multi-agent platform, including level agent coordination, dif-
ferent regions agents and various agents of the components
used in a coordinated control strategy. This system was im-
plemented to test the feasibility of control strategy using Java
language. In[9] a decentralized control structure, based on
a multi-agent system for automatic utilization of a micro-grid,
using power electronic interface is presented. The system
presented consists of four DERs shown in a Matlab/Simulink
environment. In [9] a hierarchical control model is presented
using a multi-agent system in order to utilize a micro-grid
through a power electronic interface. To do this, five types of
agents including grid agent, central agent, generation agent,
load agent and cut off agent were designed to be utilized
using MATLAB and SIMULINK software. In [10] a concep-
tual approach of a multi-agent system for controlling DERs
in a micro-grid is shown. In this paper, three types of agents
are defined: regional agent [1], local agent (LA) and ser-
vice agent [11]. In addition, a two-layer control strategy for
achieving local autonomy and global optimization, in both
grid mode and island mode, is proposed. In [12] a multi-
agent system based on control structure for a micro-grid is
presented. The structure architecture includes cooperative
methods so the user can achieve defined goals.

In [13] a new oriented hierarchical multi-agent distributed
control system for a micro-grid was designed and built con-
ceptually. This multi-agent system consists of the agent of
management of several micro-grids, the agent of control of
a micro-grid and the local agent. The entire system is in-
terrelated through CORBA technology. In [14] a general
framework is presented for controlling a micro-grid based on
multi-agent systems and a multi-agent confirmatory learning
algorithm for automatic utilization in island mode of micro-
grid. In [15] a completely distributed multi-agent system
based on a reconstruction algorithm is presented. The paper
also presents the distributed algorithm for determining coef-
ficients. In [16] the design of micro-grid energy resources
that can supply the required energy load for one year with-
out outage was examined. This will cause oversizing of the
micro-grid, meaning that EMS must be designed to avoid
overcharging in energy storage devices.

In [17] the process of moving power systems toward smart
grids (SG) is examined and advanced control methods, ad-
vanced measurement technologies and telecommunication
grids for the current power grid are integrated. Micro-grid
is @ management structure and an innovative control at dis-
tribution level that causes implementation of the SG con-
cept at the distribution system level. In [18] problems of en-
ergy management of a micro-grid, irrespective of energy re-
sources, are very variable and the speed of updating orders
must be high enough to track unexpected load changes and
distributed generations with time constants close to the time

constants of the control system. In [18] the DEMS-MG ap-
proach assigned the responsibilities and tasks of controlling
DERs in order to coordinate and negotiate with each other in
order to deliver management and optimization of a micro-
grid. This approach leads to reduced vloumes of shared
information and in turn reduces the need for an expensive
communication grid. In addition, DEMS-MG provides plug
and play capability for additional installation of DER units and
loads in the micro-grid.

In [19] 2 DEMS-MG based on MAS for a micro-grid is im-
plemented using MATLAB simulation software environment;
however, given the limitations of the simulation platform, a
simple negotiation mechanism between the limited agents
and functions of EMS-MG was used. In order to deliver
multi-objective management of a micro-grid in different time
proportions, there is need to integrate — in the related ar-
chitecture and coordination design — EMS-MG information in
the cross sections between different controls. In [20] a mul-
tistep hierarchical optimization algorithm is proposed based
on a multi-agent system (MAS) factoring in adjustable power
and demand response for reducing operational cost of MMG
systems through MAS.

In recent decades, much effort has gone into predicting
wind parameters in the short to medium term, falling into two
main categories. The first group is based on statistical tech-
niques and includes Numerical Weather Prediction (NWP)
methods. This method, also called the time series model,
is the simplest method that is used. The main assumption is
that the wind velocity of the next step is estimated from previ-
ous wind speed data using statistical methods such as Mean
Square Error (MSE) Minimization [21]. The second group is
based on artificial intelligence. Several predictive methods
have harnessed artificial neural networks and fuzzy logic for
the purpose of wind speed modeling as a completely non-
linear physical phenomenon to predict the amount of wind
speed in the next step. Most methods of this type have
achieved more promising results than methods used previ-
ously [22].

The main purpose of the proposed method is to include
wind uncertainty in the energy management of a multiple
micro-grid based on a hierarchical multi-factor system. In
this study, the prediction is based on adaptive multifractal
detrended fluctuation analysis (Adaptive MFDFA). A genetic
algorithm is used to solve the optimization problem.

The proposed strategy is applied to a typical MG consist-
ing of a micro-turbine (MT), wind turbine (WT) and energy
storage system (ESS).

In this study, the proposed strategy is based on hier-
archical multi-agent systems for multiple micro-grids. As
an applied study, the proposed method based on Adaptive
MFDFA was implemented for JADE energy management of
the micro-grid through hierarchical multi-agent systems. The
main contributions of this paper are to:

1. Propose an energy management system for MGs, using
the strategy for wind power forecasting.

2. Propose an Adaptive MFDFA to deal with uncertainty in
wind power forecasting.
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Figure 1: Configuration of the proposed typical system

3. Propose a GA to increase performance in an optimiza-
tion problem consisting of discrete and continuous variables.

4. Apply the TOPSIS method as a decision maker in MGs
scheduling.

2. Energy management based on hierarchical multi-
agent system

In this section (i) the recommended micro-grid structure is
presented, (ii) the agents and their tasks and relationships to
each other are determined and (iii) the algorithm and strat-
egy of multiple micro-grid energy management is presented
by a hierarchical multi-agent system based on the JADE plat-
form. A schematic representation of the studied MG is shown
in Fig. 1. Moreover, this MG is connected to the main elec-
tricity grid. Each of the system components are individually
modeled based on related features and constraints. Some
MGs namely MG1, MG2 and MGn were considered in the
distribution network for this study. Each MG contains a bat-
tery energy storage system (BESS), wind turbine (WT), res-
idential consumer (RC), commercial consumer (CC) and in-
dustrial consumer (IC), residential, commercial and industrial
loads.

Fig. 2 shows the recommended MAS hierarchical system
structure. The high level agent (levels 1 and 2) is a measure-
ment agent whose design goal is optimization of the whole
system. Energy management strategies are determined in
a decision making module and will be implemented through
an executive module. The medium level agent (level 3) is a
measurement agent whose design goal is changing the per-
formance modes between the agents in order to increase
reliability and flexibility of distributed energy resources. Con-
trolling coordinated switching is determined in the decision
making module and will be implemented through the execu-
tive module. The low level agent (level 4) is a combinatory

Level 1 Control Center Agent of upstream grid
Level 2 Energy Management Agents of MGs
Level 3 Coordinated Control Agents of MGs
Level 4 Control Agents of DERs and Loads

Figure 2: The recommended hierarchical multi-agent system structure

agent including reactive and measuring layers. The reac-
tive layer is defined as the layer of recognition, understand-
ing and action, and is the priority for rapid response to en-
vironmental emergency conditions. The measuring layer is
defined as the layer of supposition, tendency and concept
which is high level intelligence for planning how to use the
agents to achieve goals. Generally, the purpose of design-
ing the low level agent is to monitor the amount of reference
power regulated by the high level agent and the mode of per-
formance regulated by the medium level agent. Local control
strategies are designed in the measurement layer.

3. Adaptive MFDFA Method

3.1. Background

In practice, each time series has two characteristics of broad-
band tail and clustering of volatility. In fact, the main motiva-
tion for using multi-fractal models is due to these two fea-
tures. The fractal property is referred to as the non-changing
of some of the features during transformation [23]. The frac-
tal property states that some distributions have a scale stabil-
ity feature. This means that their behavior is preserved under
different transformations at different scales. More generally,
a process should follow the following law to be recognized as
a fixed process:

x(ct) = H x(¥) (1)

In this formula t is a suitable measure of scaling. x(¢) is
the series of observations in which 0 <H <1. H is the Hurst
exponent which shows the degree of stability.

Several definitions of fractal dimension can be found across
a number of studies [24]. Some of the most important dimen-
sions of the fractal are dimensions of consistency, dimen-
sions of correlation, box count dimensions and dimensions
of information.

Multifractal criteria or processes, or abnormal scaling, are
created precisely by implicit emphasis on the hybrid nature
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Figure 3: Time series of wind speed signal

of these processes. In fact, multifractals are a generaliza-
tion of the famous finding of long-term dependence of volatil-
ity: this finding states that different criteria of volatility are
characterized by varying degrees of long-term dependence,
which reflects the typical behavior of the typical multifractal
processes.

3.2. Wind power forecasting method

Factoring uncertainty into the planning of multiple micro-
grids that harness renewable energy lends added complex-
ity. Unpredicted distribution generation is one of the chal-
lenges when balancing production and consumption. The
purpose of this section is to examine the production behavior
of wind turbines, using adaptive multifractal detrended fluc-
tuation analysis (Adaptive MFDFA).

In this analysis, we used the wind speed signal at 0-11

by interval [25] and applied the Adaptive MFDFA algorithm.
Fig. 3 shows the variations in wind speed in the time interval.
After recording the wind velocity, the complexity and multi-
plicity variations are evaluated. Since the MFDFA method
can only examine the types of trends, we combine the adap-
tive method in this paper.
The steps in this algorithm are summarized as follows [24,
26]: Initially, assuming the input data, the wind will be z; so
that j = 1, ..., N. This time series is split into closed windows
of length 2n + 1 so that each neighboring segment is n + 1
point. For each window of length 2n + 1, a polynomial Y is
constructed. In order to produce a continuous process func-
tion and avoid sudden jumps, we use the weighted function
for the overlapping parts of the v:

.Y.gverlap (]) — (1 _ ]T) 7, (] +n)+ JT Tyi1 (J) (2)

Sothat j = 1,..,n+ 1. Eventually, the time series for overlap-
ping and disintegrating sections are as follows:

Xj= 2= 0 ()5 x5 = 25— X0 () ()

Then, the output of the adaptive method which is gained with
acceptable accuracy of its trends is considered as input to

the MFDFA method, so that we first get the Y (i) profile from
the wind signal:

Y(i)=Z x—(x)]  i=1,....,N (4)
k=1

We divide the profile of Y (i) into equal lengthwise windows

without overlapping:

N,=int(N/s) ()

In the next step, we calculate the local process of each win-
dow, and then we will calculate the amount of time variance
around it:

F(5.0) == Y (¥Io=Ds+il=y, ()2 ©)
S 3

S is the scale, Y is the investigated profile, v the window
number, y, (i) the function fitted on that window FZ (s,v) is
the localized variance calculated for the v the window with
the scale s. The minimum squared fit is used to calculate the
local trend of each window. We now obtain the mean of all
windows for calculating the g-fold fluctuation function:

2N,

1 \ 2 g .1
&GLE@ZPFmWHQ (7)
Finally, we draw the log-log curve of the function F in s for
each q:

Fy(s)~S"® 8)

So that h (q) is called the Hurst exponent, which is a mea-
sure of self-confidence and time series correlation proper-
ties. This view corresponds to the following formula with the
scaling view. So we have:

7(g)=qh(g) -1 9)

In multi-fractal signals, 7 (q) is nonlinear to . The singularity
spectrum is also related to h (q) as follows:

f@=qla-h(@]+1, a=h(q)+qh (q) (10)

For f (@), the width and shape of the multi-fractal spec-

trum reflect the time variations of the Hurst representation
locally. In other words, it reflects time variations in local-
scale invariant-scale structures. The wind velocity fluctuation
function and the wind velocity singularity spectrum using the
Adaptive MFDFA algorithm are shown in Figures 4 and 5,
respectively.
Then the wind speed fluctuation function of the wind speed
and singularity spectrum at a given time interval can be com-
puted by the Adaptive MFDFA algorithm for predicting wind
speed for the next steps. This prediction is grounded in two
bases:

1. Spatial and automated correlation properties of the LST
time series;
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Figure 5: Singularity spectrum of wind speed

2. Adaptation of the collection with the past order.

Therefore, in order to predict wind speed at the next time,
the last time point of the wind speed is set to the fluctuation
function f_i, i from 1 to | f |, And add D,..; (¢) for each time
according to equation (11).

Dnewi (Q) = qhngwi (Q) - 1 (1 1 )

Then, the amount of deviation from the value of D is calcu-
lated according to equation (12).

o 1 qb
deviation; = J m Z [D(q) = Duewi (@1F  (12)

9=49a

Finally, D, (¢), which has the minimum deviation function,
is calculated as Dy, (¢) for construction of the new time se-
ries. It is worth noting that this approach is used to predict at
the next time.

4. Strategy

Regardless of the Adaptive MFDFA method for forecasting
wind speed, we are faced with uncertainty in this study.
Therefore, the integration of WTs in MG utilization should
be considered. Hence, reliability of predicted wind power is
important for optimized scheduling of DGs and ESS [1, 27].
In the proposed strategy, uncertainty in wind power forecast-
ing is considered as a stochastic process and the value of

wind power capacity is considered lower than the forecast
value [11].

In order to optimize the operation of multiple micro-grids, in-
cluding DGs and ESS with consideration of uncertainty and
responsive load demand, the proposed strategy contains the
following steps:

e Step 1 - Receive input data including multi-year wind
speed data, estimated load, micro-turbine production
cost, upstream grid rate, and information on consumer
in the responsible load schedule.

e Step 2 - Implement a program to predict the amount
of distributed energy resources based on the proposed
method.

e Step 3 - Analysis of the objective function to achieve the
minimum cost of each micro-grid.

e Step 4 - Observance of active power balance and other
constraints problem.

e Step 5 - Extracting the results of the optimization pro-
gram, including the production of microturbines and
wind turbines, the rate of exchange with the upstream
grid, amount of charge and discharge of the battery stor-
age, reduction of load power and the rate of use of re-
sponsive loads. Flowchart of the algorithm is presented
in Fig. (6).

4.1. Interaction between Agents

The micro-grid manager (MGO) receives information from
and interacts with the upstream grid manager and is respon-
sible for coordination of the units with each other. The agent
micro-turbine, after calculation of the cost of its generated
power, announces the cost and range of generated power to
the MGO during the next 24 hours. The wind turbine also
informs the MGO about its generated power amount along
with its cost in the next 24 hours. The storage unit is consid-
ered with a view to reducing the cost of utilization and supply
of load power of micro-grid and is placed subordinate to the
MGO agent. The loads agent, according to an incentive-
based response plan, determines its range of power reduc-
tion and announces it to the MGO. The agent of the upstream
grid also announces to the MGO the prices of the upstream
grid within the next 24 hours.

The MGO, after processing and optimization of the plan,
determines the amount of charge and discharge of the stor-
age in the next 24 hours, and also determines the amount of
reductions of loads use in the next 24 hours, per hour. It in-
forms the microturbine agent about the amount of generated
power of microturbines. It determines the amount of power
required for exchange with the upstream grid and announces
it to the related agent.
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Figure 6: Diagram of the proposed prediction system

Output

5. Formulation

This section focuses on designing and implementation
of the energy management strategy through interaction be-
tween high-level agents and other agents. The recom-
mended multi-agent system consists of several agents, each
one acting in coordination with the MGO in order to utilize the
micro-grid and gain a presence in the upstream grid market.

5.1. Microturbine (MT) agent

This agent announces the production cost including the co-
efficients of fuel cost function, investment, and maintenance
along with the range of its delivered power, to the MGO, in or-
der to have a share in the optimized utilization plan which is
held by the MGO. The micro-turbine’s cost includes the cost
of consumed fuel, maintenance and investment. This agent
announces to the MGO the cost of its consumed fuel along
with its coefficients according to the equation (1), [28].

Furi (Pur,) = a; + biPyri + Ci(Pyr:)* (13)

In this regard, Fy7; represents the cost of consumed fuel
of unit i in $/h; Py7; represents the unit’s generated power
production in kilowatts. a;, b;, and c¢; are the cost coeffi-
cients of production unit i in $/h, $/kwh, and $/(kw)’h respec-
tively. The costs of investment can be calculated respectively
according to equations (14) and (15) in $/kwh. The rela-
tionships related to AEP,.; and FCR can be seen in equa-
tions (16) and (17), respectively [29, 30].

FCRxICC

Ccupital MTi = —— g 14

Capital, MT AEPM[ ( )
O&M + LRC

C = —— 15

O&M , MT AEP,., (13)

AEP,.; = Pryieqa X CF x 8760 (16)

a(l +a)"
FCR = 17
¢ 1+a)" -1 (17)

5.2. Wind turbine (WT) agent

This agent includes unmanageable wind turbines that an-
nounce the amount and cost of units’ generation during the
next 24 hours to the MGO. The output power of wind turbine
WTGP as a function of wind speed is expressed in equa-
tion (16), [31].

0 v<Viand v=V,
Pwrg =4 y=i-P. Vi <v<V, (18)
P, V., < vV,

The cost of production of one kilowatt-hour, which includes
the costs of investment and maintenance, can be calculated
using equation (18). Other relationships related to costs can
be seen in equations (19) to (23) respectively [30, 31]].

Cwrc = Ccapital , wrc + Cosm ,.wrG (19)
Ceapital,wrG = %);)LCC (20)
Coam wrG = %;MLICR 21)

AEP,o; = Pryeq X CF x 8760 (22)
FCR = —(1”&1;;“ )_ 1 (23)

5.3. Load agent

The load agent program is encouragement-centered. The
load agent announces its program, which is the range of
power, to the MGO. Different types of power consumers with
different behaviors and consumption patterns will be consid-
ered in this paper. The types of consumers in the load pro-
gram are presented below.
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5.3.1. Residential consumer

There are a number of different electrical appliances in a
house. Residential load agent programs usually try to either
reduce consumption or cause load displacement. Load re-
duction is done through disconnecting appliances such as
heating system, air-conditionings, cooling systems, lamps
and refrigerator and freezer. MGO receives the data through
communication ways and observes the reduction limitations
in its programming. Equations (24) and (25) are the ones re-
quired for modeling the behavior of residential consumer k.
The total energy reduction per hour in each house must be
lower than the maximum recommended amount [32].

FCRxICC
Ccapita,wrc = TAEP. (24)
net
FCRxICC
Ccapital,WwTG = TAEP. (25)
net

RC (k, t) and RCM% (k,t) are the maximum proposed re-
duction load in the grid and the amount of load reduction
planned for residential consumer k at time t, respectively.
Also, RP (k,t) and ¢® (k, 1) represent the reward for each kilo-
watt of energy reduction and the reduction of electricity con-
sumption of household k at time t, respectively.

5.3.2. Commercial consumer

Commercial consumers usually announce to the MGO the
amount of maximum load that they can reduce in a desirable
reward. Equations (26) and (27) are the ones required for
modeling the behavior of commercial consumer b [32].

CC (b,1) < CCM™* (b, 1) (26)

CP(b,1) = CC (b, 1) x ¢° (b, 1) (27)

CC (b,1) and CCM%* (b, t) are the maximum proposed reduc-
tion in the proposed grid and the planned amount of load for
consumer b at time ¢, respectively. Alsog® (b,t) and CP (b, 1)
represent the reward for each kilowatt of energy reduction
and the reward for reducing electricity consumption b at time
t, respectively.

5.3.3. Industrial consumer

Industrial consumers are usually known as heavy loads.
Since each plant includes several production lines, discon-
nection and reduction of electrical energy in each production
line has a special offer according to the product produced
in the production line. Therefore, industrial customers usu-
ally present their load reduction offer as a multi-step pack-
age. For each hour, the industrial consumer sends its price
amount offer as a package. In each hour, L, is the max-
imum load reduction and L,,;,is the minimum load reduc-
tion that the industrial consumer can make. Equations (28)
to (31) are used to model the behavior of industrial con-
sumer j [32].

L, 2L <L (28)
'‘Min '‘Max

0<L <L -1 (29)
ICGn=Y L (30)
k
IP(j,1) = Z oL (31)
k

Where IC (j,1) and IP (j,t) are the sum of the scheduled
load reduction and the j-th industrial consumer’s reward at t,
respectively. Also O;‘( is the price amount for step k and level
i.

5.4. Upstream grid agent

This agent is introduced as an upstream grid in order to act
as a mediator between the MGO and the upstream grid and
conduct information exchanges and coordination for financial
and electrical exchanges.

5.5. MGO agent

MGO agent uses all generation sources existing in its power
grid such as wind turbines and micro-turbines in order to be
able to provide electrical demand of loads with high security
and lowest cost, and also announce the amount of required
power in order for exchange with the upstream grid as a reg-
ular program during the next 24 hours to the upstream grid
agent. In this regard, the MGO uses a storage unit to reduce
the micro-grid’s costs. lts charge and discharge program,
after optimization, is determined for the next 24 hours.

The MGO, considering equation (32) and after optimization,
determines the amount of charge and discharge of the stor-
age for the next 24 hours [31, 32].

soc'=soc'™! +(77charge X PZlcharge)_(;Piicharge) (32)
Ndcharge

In this equation, SOC’ shows the amount of battery charge
in kilowatt hours; 1cuarge @Nd nMacharge represent the charge
and discharge efficiency of the battery respectively; Pcuarge
is the power in which the battery is charged and P chrge iS
the power in which the battery is discharged. These powers
are the program for storage in the next 24 hours, determined
by the MGO after optimization. The cost of storage is con-
sidered as the sum of costs of maintenance and depreciation
according to equations (33) and (34).

Cs = (Cwea % |PL]) (33)
Crep bat

C ar = — 34

W bar NbaLQlifetime \/ﬁ ( )

In these equations, CS and Cyc ;. represent battery cost in
$ and depreciation cost in $/kWh, respectively. The cost of
battery depreciation is directly related to the cost of chang-
ing batteries C.,ain $/kwh and on the other hand, is in-
versely related to the square root of the efficiency n, the life-
time Qiferime and the number of battery cells Np,,.
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5.6. Target function

In the recommended method, MGO tries to minimize the total
costs of multiple micro-grids, taking into account the techni-
cal constraints of the micro-grid. In fact, micro-grid utiliza-
tion management can be defined as an optimization issue,
which results in the efficient generation points and the units
in or outside of the circuit being determined with a view to
observing the total reduced cost and the equal and unequal
constraints.

Fx)=YXla+b+cl

Where
a= g { Fyr, (Pyr,) + Ceapitalr, + } (35)
= Cosmmt,;) X Pyr,
b=PC+ PiaBeria
c=2,CP (b, 1)+ X RP(k, 1) + X; IP(j, 1)

In this equation, P;”.d and P are the power of charge and
discharge of the storage and the power exchanged with the
upstream grid in ¢ time, respectively. N7 is the number of
micro-turbines existing in the micro-grid and B, is the price
of power exchange with the upstream grid. IP (j, t), CP (b, 1)
and RP (k, t) are the rewards paid to the loads. Given that the
storage power in charge and discharge situations becomes
negative or positive, the absolute value sign in | P’ | shows
that in both charge and discharge times, a cost is imposed
on the battery.

5.7. Problem solving flowchart

Equation (35) is the objective function of the problem, which
includes the cost of operation for the use of microturbines,
the cost of charging and discharging the storage device, the
cost of exchanging power with the upstream network and the
cost of responsive responsive loads. The purpose of the ar-
ticle is to minimize costs from viewpoint of operation of for
each micro-grid. The minimum and maximum power gener-
ation rates in microturbines, wind turbines and storage ca-
pacities in the battery are shown by equations (13) and (18)
and (32), respectively. Relationships (24) to (31) are the
load model after applying the load response program. Fig. 7
shows the problem-solving flowchart.

6. Simulation studies

6.1. Test system and main assumptions

In this section, the proposed approach is implemented on
a multiple micro-grid system (MMG) as shown in figure 1.
MMGs are assumed to have one storage unit, different types
of DG units and different types of loads, as reported in Ta-
bles 1, 2, 3, and figure 8. (WTG and MT respectively denote
wind and microturbine units).

The micro-grid structure consists of a wind unit with a
nominal power of 15 kW and a speed variation rate between
Vci = 0 m/s and Vco = 25 m/s, the storage device contains
30 batteries with a maximum charging and discharge power

Table 1: Renewable DG unit characteristics

Unit Type Number Max capacity
1 WTG 1 15 kW
2 MT 3 30 kW

Table 2: Load characteristics

. . Max Capacity
Unit Type Daily Peak in hour
1 industrial 610 kW 33 kW
2 commercial 607 kW 36 kW
3 residential 457 kW 27 kW

of 30 kW, a microturbine of three units with the maximum
nameplate profile for home, commercial, and industrial loads
of 30 kW, 30 kW, and 25 kW, respectively. Note that these
data are not based on a real-world system and they are arbi-
trarily assumed for the purpose of demonstrating the perfor-
mance of the proposed framework [21].

6.2. JADE

In order to validate the method of energy management of
multiple micro-grids based on the multi-agent systems rec-
ommended in this section, a multiple micro-grid has been
modeled in JADE software environment. The reason for us-
ing JADE is that it conforms to FIPA standards and creates
a space where the programmer can directly focus on the de-
sign of the operating system.

The platform created by JADE allows users to easily fo-
cus on controlling and monitoring the power balance in a
micro-grid. JADE is a platform to facilitate the implemen-
tation of multi-agent systems, including: i) a runtime environ-
ment where JADE agents are enabled, ii) a library of pro-
gramming classes used to develop agents, and iii) a collec-
tion of graphic tools that can display the activity of the agents
at runtime.

6.3. Result and discussions

The micro-grid is connected to the upstream grid and ex-
changes energy with it. The micro-grid manager has the
task of energy management and appropriate utilization of
the micro-grid. An agent is considered for each of the
units and is responsible for local control of the unit under
its supervision. The recommended multi-agent system in-
cludes the wind turbine agent, battery storage agent, micro-
turbine agent, responsive load agent, micro-grid manage-
ment agent, ordinary load agent and upstream grid agent.

Table 3: Energy storage unit characteristics

Min-Max Max

Unit SOC Charge/DischargeChgﬁii/gr:?harge
(kWh) Power (kW) y
1 5-100 -30/+30 0.9
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Figure 7: Flowchart of the strategy of energy management systems
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Figure 8: Different types of load profile per each hour

The performance scenario for the energy management sys-
tem of the multiple micro-grid during the next 24 hours for
different generations and consumptions has been simulated
and the results of the simulations are provided below.

The purpose of the hierarchical multi-agent system in all

scenarios is to deliver the optimal energy exchange between
micro-grid and upstream grid and to determine (i) the most

appropriate generated power for distributed energy sources,
storage resources and (ii) the amount of power reduction for
different types of loads with the lowest possible cost during a
24-hour period.

In this situation, the multiple micro-grid is connected to the
upstream grid. The energy storage unit and distributed en-
ergy sources, including three micro-turbines and wind units
are also available in the micro-grid. The surplus of generated
energy can be stored in the storage unit if required and used
to cover a shortfall.

The used loads include residential, commercial and indus-
trial loads. After implementation of the strategy EMS using
HMAS power generation and storage in scenario 1 and 2 are
shown in figures 9 and 10.

For the first and second scenarios, figures 9 and 10 show
that when the multiple micro-grid has a power shortage, en-
ergy storage systems are used to compensate the power
shortage and try to reduce the energy supplied by the up-
stream grid. When the multiple micro-grid is over-powered, it
provides energy for energy storage systems and exchanges
power through the upstream grid. The power reduction of
types of consumers is shown in figures 11 to 12.

It can be seen from figures 11 and 12 that the proposed sys-
tem has been able to use multiple micro-grids for the first and
second scenarios during multiple power grid shortages to
compensate for decreasing the load power of the customers,
and try to decrease the energy received by the upstream

grid.
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Figure 9: Power generation and storage in scenario 1 per each hour

Easy to implement, adjustable DERs, the ability to encour-
age all loads (including domestic, commercial and industrial)
and computationally inexpensive mixed integer linear pro-
gramming (MILP) models allow the EMS to efficiently man-
age the energy of distribution energy resources, storages
and loads in multiple micro-grids. The incorporation of ad-
justable power of DER and incentive-based responsive loads
will underpin the supply reliability of the multiple micro-grid
(MMG) in addition to reducing operating costs. The results
of scenarios 1 and 2 show that in all scenarios the planner
intends to buy electricity from the utility grid in the lower price
hours whereas and in other hours it supplies electricity from
the WTs and the battery. The results also strongly suggest
that the battery will save energy in the low price hours of the
utility grid and release it in the high price hours.

7. Conclusion

This study discusses a hierarchical multi-agent system
(HMAS) for modeling and energy management of multiple
micro-grids consisting of distributed energy sources such
as a wind turbine (WT), micro-turbine (MT), storage de-
vices (DS) and various types of loads. An energy manage-
ment system (EMS) strategy for multiple micro-grids was im-
plemented on some levels, based on multi-agent systems
(MAS) in JADE software environment with an optimization
capability. The main goals considered are: 1) balancing sup-
ply and demand energy in the micro-grid; 2) increasing the
use of energy sources of distributed generation in the micro-
grid; 3) determining the optimal amount of energy generated
by various types of distributed energy sources of the micro-
grid; 4) determining the optimal amount of reduction of en-
ergy consumed of various loads of the micro-grid; 5) deter-
mining the optimal amount of charge and discharge of the
storage system of the micro-grid.

Second Scenario
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Figure 10: Power generation and storage in scenario 2 per each hour

The paper presents the results of simulation of process-
ing of different possible states of the recommended model.
The recommended method determined the energy manage-
ment policy for distributed and storage energy resources in
the multiple micro-grid with the lowest possible cost.
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